”,

B
s, 2
JQA!Un . Dd°$

Dissertation presented for the degree of Master of Science

Department of Mathematics and Applied Mathematics

University of Cape Town

On the local and global properties of
information manifolds

Supervisors:
Author: Dr. J. SHOCK

TsLiL CLINGMAN
Assoc. PROF. J. MURUGAN

August 2015



Plagiarism Declaration

I know the meaning of plagiarism and declare that all of the work in the dissertation,
save for that which is properly acknowledged, is my own.

Acknowledgements

I am sincerely indebted to my supervisors, Dr. Shock and A /Prof. Murugan, for their
unwavering and consistent emphasis on the entire project being, first and foremost,
an enriching and rewarding learning experience on my part. Their focus on education
and passion therefor, their generosity and their endless willingness to accommodate
have had a strong and lasting impact upon my education, and ultimately too upon
my future both within and beyond the context of academics. Without their input,
guidance and desire to see others follow their passions, this project could not have
been realised.

Moreover, their kindness and generosity in offering me this incredible opportunity
to learn invaluable knowledge and explore an interesting field provided for the ideal
way to spend this crucial period. For this alone I am deeply grateful.



Contents

1. Introduction

1.1. The Fisher information metric. . . . . .. ... ... ... ... .. ....
1.1.1. Associated geometries . . . . ... ...
1.1.2. Someexamples . . . . ... ...

. Reversing the Fisher information metric

2.1. Introduction ... .. .. ... ... .....
2.2. Select constructions . . . . ... ... ....
2.2.1. The n—dimensional sphere, 5" . . .
2.2.2. The Gaussian construction . .. ..

2.2.3. The hyperbolic secant construction

2.3. Generalresults . ... ............
2.4. Discussion . . ... ... ...........

. Towards homological algebra

3.1. Overview . . . . .. ...
3.2. Monoidal categories . ... ... ... ...
3.2.1. Basicnotions ... ..........
3.2.2. Braiding and symmetry . ... ...
3.2.3. Closed monoidal categories . . . . .
3.2.4. Monoids in monoidal categories . .
3.3. Enriched categories . . . . . ... ... ...
3.3.1. Basicnotions ... ..........
3.3.2. Semi-additive categories . . . . . . .
3.3.3. Kernelsandco. .. ..........
3.3.4. Abelian categories . . ... .. ...
3.4. Homology . .. ... .............
3.4.1. Exactness . ... ...........
3.4.2. Chain homology . ... .......
3.4.3. The simplex category ... .. ...
3.5. Discussion . .. ................

. Appendix

A.1. Adjunctions . . . ...
A.2. Regular categories . .. ...........

11



I. Introduction

Information geometry may be described as the study of the differential structures that
arise on spaces of statistical distributions, specifically those spaces whose points com-
prise a ‘sufficiently smooth’, parameterised family of probability density functions.
The Fisher information metric, a notion which arises in a meaningful manner out of
the information theoretic Kullback-Liebler divergence ( [KL51]), provides for a way to
reach one such structure by establishing a means to associate a metric tensor to such
families. It thus lends itself to making definite a notion of distance between proba-
bility density functions — a concept of immediate and apparent utility in questions
regarding mutual information and even gradient descent [Amag8].

Information geometry was first and principally expounded upon by S-I. Amari,
the foundations of which may be found in [ANoo]. Though much progress has been
made in this field, we wish to draw attention to an important distinction about the
very nature of the inquiry made thus far.

Questions of a somewhat local nature, ‘differential’ type properties, have received
substantial attention — certainly the initial treatment of the field of information ge-
ometry was conducted largely from the perspective of the inherent properties of the
differential structures accompanying the Fisher information metric and associated
notions. The state of the art is well understood, and certain questions admit immedi-
ate and tangible answers. In particular, given a parameterised family of probability
density functions the associated Fisher information metric may be stated as a con-
crete integral involving the family and its derivatives. However, comparatively little
has been mentioned in the literature about the ‘reverse direction”: given a desired
metric tensor, does there exist a family of probability density functions whose Fisher
information metric is the desired metric tensor? Furthermore, if this assignment can
be made, is it unique and what properties may we expect from the family thus re-
covered? The second chapter of this document is dedicated to the development of a
novel answer.

Questions of a more global nature, however, have received comparatively little
consideration. There exist, of course, a wealth of mathematical theories dealing with
the global structure — algebrao-geometric, differential-geometric, and topological ap-
proaches for example. Of all of these, homological algebra will be explored as a
vehicle to discuss such global properties and elucidate the nature of information
manifolds from perhaps a different direction. The third chapter of this document
deals with some of the background for, and elementary notions within, homological
algebra through the indispensable language of category theory.



1. The Fisher information metric

1.1. Associated geometries

For the purposes of this work, we will assume a narrow definition of a family of
probability density functions. That is, when we write ‘family of probability density
functions” we will mean a family of continuous functions Py : X — R for some
domain X C R", parameterised over § € M C R™ (ie. an m-parameter family of
distributions). Coordinatizing X by x = (x!,...,x") and the parameter space M by

P
0 = (91, ...,0™), we will also further require that 9,Py := 307 is continuous on X
for all & € M. Furthermore, we will also require that every member of the family be

normalised, that is,
(V0 € M) / P(x;60)dx = 1.
X

All of this may be succinctly restated as {Py} being a parametrised family of nor-
malised, continuous functions which changes ‘smoothly” over parameter space. Fi-
nally, we will refer to X as the spatial domain and M as the parametric domain, and
conventionally associate the spatial domain X; to probability density function P;.

We now define the Fisher Information metric tensor on a finite dimensional statis-
tical manifold. Given such a manifold, M, whose points form a family of probability
density functions with the properties listed above, there exists a Riemannian metric
tensor on M, viz.,

2u(0) = /X P(x;6) 34 In P(x; 8) 3, In P(x; 6) dux. (1.1.1.1)

The central question addressed in this paper may thus be stated as: given a Rieman-
nian metric tensor g, under what circumstances can a family of probability density
functions P be found such that the Fisher information metric tensor of P is g.

1.2. Some examples

In order to build some intuition for the relationship between a family of probability
density functions and their associated metrics, we give here two examples of the
computation of the Fisher metric.

Univariate Normal Distribution

Here the family of probability density functions is given by

N2
P(x;0) = U\}Ee—%(g”) _

The distribution is parameterised by u and ¢, which we will collectively denote 0.
Put another way, the manifold coordinates are given by 6 = (u,0), and the random



variable is x € R. Note that the parametric domain is R x R”?. In order to compute
Qqp We must compute 9, In P

2

2
i1np:1(" ”>, I p=l [(x “) —1].
ou o o oo o o
Then, using Equation 1.1.1.1, the Fisher metric for the univariate normal distribution
has

2
InP = — [1 (xapl) —|—ln(T—|—ln\/27T] ,

du? + 2do?
2 dH
= ds? =~

o2

1
[g]zlfg :

Thus we see that the Fisher metric, in this case, describes the metric tensor of a two-
dimensional hyperbolic geometry. The structure on this geometry can be intuitively
understood by the properties of normal distributions. In particular, for distributions
with ¢ > 1, the associated ‘difference” between two distributions with means
and yy is less pronounced — they are harder to distinguish. For two sharply peaked
distributions (¢ < 1) with even similar y, the difference will be very pronounced and
so they are easy to distinguish. Hence the hyperbolic nature of the space.

Cauchy Distribution
The family of probability density functions for this distribution is given by

P(x;x0,7) = % {72 + (z— xo)zl '

Thus, the parameter space for this family is spanned by the parameters 6 = (xp,y) €
R x R>? and the calculation of the logarithmic derivatives gives

InP=Iny—In [’yz—i— (x—xo)z} —Inm,

ad 2(x — xp) d 1 2y
—InP = , —InP=>— :
oxg P (-x? 9y Pt (i x)?

As such, it is a simple matter to verify that the Fisher metric for the Cauchy distribu-

tion is given by
b , 1 [dxj+dy?
gab—272:>d5—2< 2 :

The reader may wish to note that while we started with a very different distribution,
the geometric structure described by its Fisher metric is very close to that of the
normal distribution. In this sense, hyperbolic spaces (or Euclidean anti de-Sitter
spaces) appear ubiquitous in an information geometric context.



II. Reversing the Fisher information metric

1. Introduction

Now that we have a grasp of how the Fisher information metric may be calculated and
what it might represent, it would seem a natural, though likely intractable, question
to ask what can be ‘reached’ by this computation. In particular, should we wish to
prove properties about the resulting Riemannian metric tensors, it is important that
we have some understanding of what this class comprises. Consider that, in the most
extreme case, if all Riemannian metric tensors arise as the Fisher information metric
of some family of probability density functions, there there should rightly be very
little that we may say about the results in full generality.

However, it is not clear, at first glance, that it is at all possible to reverse the process
of computing the Fisher metric in any meaningful way as the computation involves
a definite integral of multiple powers of the underlying family of probability density
functions. We examine, below, a motivating example to suggest that under certain,
constrained situations such a process is indeed possible. As a prototype for a more
general construction, we demonstrate how to encode the metric tensor of S", for any
n € IN, in a family of one-dimensional probability density functions.

2. Select constructions

2.1. The n—dimensional sphere, 5"

We begin our exploration of reversing the Fisher information computation with a
one-dimensional family of probability density functions. In particular, we leverage
the properties of orthonormal functions to produce a family of probability density
functions which, with an appropriate set of functions /', give rise to the metric tensor
of S§".

Remark (IT) 2.1.1. Note that for our purposes a family of univariate, real-valued func-
tions {fi(x) }ics is said to be orthonormal with weight w over a domain X if

/sz'(x)fj(x)w(x)dx =5



Prop. (ID 2.1.2. Let M C R" and h' € C'(M) such that' (V6 € M)h'Wé;j = 4 and
{fi(x)}] be a set of orthonormal, real-valued functions with positive semidefinite weight
w(x) over X C R. Then the family of probability density functions

. 2
P(x;0) = 411 (2#(9) ﬁ(x)) w(x), (2.2.1.1)

gives the Fisher information metric tensor g, = (3,h") (9,1 ) 5.

Proof. That P is normalised follows from the orthonormality of f;.

1 n 1' 2 1 non Iy
Z/}{(;h(@)fl(x)) w(x)dxzz/x<£];hh]ﬁfj>wdx

12 o 1 . .
:ZZ%Z%/Xhlhffifjwdx:Zhlhféijzl.
i=1j=

A straightforward computation gives the desired result.
Qab = / P(3.1n P) (3, In P)dx
X

L @)\ (X @S,

e (Er) |7

’ T dx
¥ i ¥ Hif,
i=1 i=1

n

Yy /X (alt') () f; fiw dx = (3ah) (Dph');.

i=1j=1

We pause to note that we may view the above statement, g,, = (94/1")(9ph')5;j, as
the result of applying the transition functions & to the flat Euclidean metric 6. As
such, and noting that we required h'h/d;; = 4, we immediately infer that

Cor. (I) 2.1.3. The metric tensor of S" can be reached as the Fisher Information metric of the
distribution eq. (2.2.1.1) where h is the transition function from IE" to 45", the n-dimensional
sphere of radius four.

In the above we have shown a general way to find a given metric tensor in terms
of the transition functions from flat Euclidean space to a desired geometry. How-
ever, there is a specific condition on the I’ given by hih; = 4 which constrains these
strongly. In what follows, we will generalise this result in a way which will remove
this constraint.

'Here we use Einstein summation and the lowered and raised indices have no differential geometric
interpretation other than to aid in the appropriate summations.



2.2. The Gaussian construction

Now that we have reason to believe that it is possible, at least in special cases, to
pick a metric tensor and construct a family of probability density functions whose
Fisher information metric is the selected metric, we attempt to extend our results to
arbitrary Riemannian metrics.

Consider a family of probability density functions given by a product of n, uncor-
related, disjoint, one-dimensional Gaussian probability density functions with unit
variance. Explicitly,

n

P(x;0) = ! exp <—% ) <xi — hi(()))z) , (2.2.2.1)

(2m)" i-1

where M, the parametric domain, is not yet fixed, X = R", and k' € C}(M). From
this, we may compute the Fisher information metric as follows

% Z xt h’ n n
= (3a1) Aph*) (x* —nF
it = m/ 1 (Z (¥~ )) (E( o) (x ))
= —H < A\ 2 vanishing
«/ (2mT)n / 1 <¥ (9 h] abh] ( h]> +cross-terms >

(oo

It is a simple matter to complete the computation to obtain

Sab = (0al) (9p1") 0. (2.2.2.2)

This result allows us enough flexibility to be able to always give an h and M such
that g,, may be constructed as desired. In particular, we may begin at eq. (2.2.2.2) and
read backwards to find eq. (2.2.2.1). In doing so, we fix a desired g,, and accompa-
nying manifold M, and attempt to realise an h and M for which eq. (2.2.2.2) would
hold. Unlike the case of prop. (II) 2.1.2, which came with the constraint hih; = 4, this
process is here always possible.

The Nash Embedding Theorem [Nas56] tells us that there is an n € IN such that
(M, g) may be C! isometrically embedded in (IE", ). Specifically then, it tells us that
there exists an /1 such that g = h*J. As such, interpreting eq. (2.2.2.2) as the statement
that ¢ is the pullback of § via h we see that we need only select an n large enough
to accommodate the Nash embedding of the desired manifold M in E" (which is
always possible) and we have & and M to satisfy the arrangement. Consequently,
we have a family of probability density functions, given by eq. (2.2.2.1) whose Fisher
information metric is the desired, arbitrary Riemannian metric.

Said another way, eq. (2.2.2.2) states simply that g, is the pullback from a higher
dimensional flat space to a manifold embedded in that space, via h. In the case of
coincidence of dimensions between ¢ and F, the result bears the simple interpretation
of h acting as a set of transition functions from ¢ to g.

6



The metric of 52

To cement the understanding of the importance and generality of eq. (2.2.2.2) we
construct the metric tensor of $%. Suppose we desire a family of probability density
functions whose Fisher information metric is the metric tensor of $%. Specifically, if
the unit sphere has line element

ds* = d6? + sin? 0d¢?,
then we can proceed as outlined above, and write down a set of transition functions
h = (cosBsin ¢, sin O sin ¢, cos ¢),

from E3 to the embedded S2. Applying the construction of eq. (2.2.2.1) we find

P(x, Y26, 4)) _ (27.[)—%67%((xfcoseSin<p)2+(yfsin9sin(p)er(zfcos ¢)2) )

This is easily recognisable as a product of three Gaussian probability density func-
tions, each with a mean which is periodic in the parameters. This means that we have
the geometry and topology of a sphere, where each point on the sphere corresponds
to a three dimensional Gaussian distribution with unit variance and mean denoted
by the point on the sphere. This exercise can be performed for any S" by simply
forming the appropriate /.

The ease with which we are able to perform this construction is indicative of the
power underlying eq. (2.2.2.2) and the accompanying statement that any Riemannian
metric tensor may be reached via this construction.

2.3. The hyperbolic secant construction

In the previous subsection we gave a construction based upon a product of Gaussian
probability density functions and demonstrated its flexibility. Now we demonstrate
that the above-mentioned results are just as achievable with an entirely different fam-
ily of probability density functions. Consider the family

P = if[sech (xi — hl\/§>
T '

Other than the functional dependence on ~ x’ — I, this is entirely different from
the Gaussians discussed earlier. However, computing the Fisher information metric
we find the result to be of that most general form

Sab = (9ah") (9pH) 3.
Naturally, this bears the same interpretation as the previous result and serves to
suggest that relatively little of the information about the original family of probability
density functions is carried through to the metric tensor itself.

The careful reader will note that we now have two means to the same end, and
may wonder just how many more ways we may achieve the above result. Indeed the
following section serves to introduce a general framework which will show that the
answer is that there is an “infinite-fold” degeneracy in the construction, and thus there
is always an ‘infinite-to-one” mapping between families of PDFs and Riemannian
metrics via the Fisher information metric.



3. General results

In this section we will elaborate on a more general set of statements which allow
for definitions independent of dimensionality and functional dependence of the pa-
rameters of the PDF in question. We begin by showing how to construct a family of
spatially disjoint probability density functions out of individual families of probabil-
ity density functions.

Def. (II) 3.0.1. The spatially disjoint product of two families of probability density
functions on the same parametric domain, P; = Pl(xl,. .., xk 6): X1 x M — R and
Py = Py(x},...,x"0) : Xo x M — R, is defined as

(P, @ P) (2t ..., x"TK0) = Pi(x!, ..., x"%0) - Py(x" T, ..., x"tK;9).

Note that P ©® P, : (X3 x X2) X M — R and we write P“" where we mean O!_; P

Given this, we will here show how a special property of spatially disjoint products
underpins all the general results achieved in this work. That is, the Fisher information
metric transforms the spatially disjoint product of probability density functions into
a sum of their corresponding, individually considered metric tensors.

Thm. (II) 3.0.2. If P = P(x;0) is a probability density function with a decomposition
P = @PGE’ for some P; and e; € N then gup (@ P®el> =Y eiguw (D).

Proof. Let us rewrite P = © pi®€i = (O P; where each P; has been accumulated into
the spatially disjoint product e; times, that is, P; = D; for ¢; many j. Then, in order to
compute g(P) we expand logarithmic derivatives to arrive at

Sap(P P;)(9pP)).

To proceed we must evaluate the double sum, and to do so we examine the cases
j =iand j # i separately. In the event of the latter, j # i, we have

)(3pP;) ( / dx® dxkaaPi) ( / dxmmdxfabpj>,
Xj

where we have expanded the integral as a product over its disjoint spatial domains
and have suppressed all other terms as they were of the form [ X, dx?-.-dxkP; = 1.
Moreover, we note that P; satisfies the conditions (by the definition of the probability
density function) for the exchange of integral and derivative and so

/ dx? - - _dxkaapi — aa/ dx?.-. .dxkpl. = aa(l) =0.
X; Xi

Thus contributions from terms where j # i is zero. On the other hand, the cases for
which i = j admit simple resolution as

o QPI@sR) = [ dx st @) @) 5 = gur(P),

1




where again we have expanded the integral as a product and suppressed all terms
whose integral was one. Finally, we recall that we had exactly ¢; many P; such that

P = P; and so we collect e; many such contributions of Sav(P}). [

Remark (II) 3.0.3. That we essentially require M; = M, = M in the definition of the
spatially disjoint product is a matter of some subtlety. Consider that if M; # M, we
would be within reason to set M = M; x M and reinterpret the definition as

(PLOP)(xt ..., x"K0,¢) = P (x!, ..., x%0) - P (x" L, .., " ).

In this case, however, g(P) is not strictly the sum of g(P;) as the latter may all be of
different dimension. Simply re-interpreting P; to have enlarged parametric domain
M will not solve this problem as then it may happen that ¢(P;) will no longer be
non-degenerate and so not a metric tensor. Thus, the direct ability of the above
result to “glue” together disjoint metric tensors is apparent, but nuanced and not an
immediate consequence of the exposition given.

In effect then, care should be taken when examining the statement g(®O P;) =
Y- g(P;) so as to ensure that it is done with the understanding that g(P;) is to have
zero entries where appropriate for the purpose of the sum, but not when considered
as its own metric tensor. More formally, we could write g(® P;) = Y_§(P;) where §
is expressed precisely as g, but is extended to all of M as suggested above, and is
free from interpretation as a metric tensor. Hereafter, it is taken for granted that such
nuances are appreciated by the reader.

The importance of thm. (II) 3.0.2 cannot be overstated. From here on, it is simply
a matter of finding convenient forms of g,,(P;) for some parameterisation of P; so
that we may take (O P; and arrive at a desired metric tensor. That is, if we can
find a P; such that g,,(P;) o (9,h')(9ph') then we can take P = O P; to find g, «
(951" (Oph/ )i by the above. Here, the whole is more than the sum of its parts — given
Qap & (9ah') (Oph/ )0ij we are able to find an  for our desired manifold and then create

a desired P out of constituent P;, each containing some part of {h'}. Beginning with
disjoint P;, however, the qualities which the individual distributions should exhibit,
to attain a given g, are not clear. Furthermore, we note here that while (© P; will yield
the desired result, if we find multiple families of probability density functions, we
may equally well combine them to achieve the same result.

Thus, what we really seek are simple forms of functional dependence of fami-
lies of probability density functions upon our set of differentiable functions / so that
explicit computations may be made. Recall that we saw, in the calculations in sec-
tions 2.2.2 and 2.2.3, that we may leverage reparameterisation invariance of spatial
domains to our advantage. Such symmetries of the spatial domain allow us to essen-
tially eliminate any functional dependence of the integrals upon the h' and produce
multiplicative factors of d,h in the process. To that end, we explore a generalisation
of the symmetry used in the above-mentioned subsections.



Prop. (ID) 3.0.4. Fix a one-dimensional probability density function P(x) on X for which
X remains invariant under the change of variables y = f(x;0), for some differentiable fam-
ily of diffeomorphisms f : X x M — X (the parameter space is M) and let P(x;0) =

Fo(x;0)P(f(x;0)) such that 9,P # 0 where we write fy for % and f, for 0, f. Then

faxfbx (fafv) dlnp(y) df’(y)
8lP)= | her ( dy ) dy

where we assume that we have written all functions in terms of y = f(x;0) using the expres-
sion x = f~1(y;8) where necessary.

P(y) +

+ fafo dy, (4-4)

Proof. We first check that P(x;60) = f,(x;0)P(f(x;8)) is normalised. To that end, let

y=f(x0) .
/Xde:/Xfodxzfxfof—le

Then we compute the logarithmic derivatives necessary for the Fisher information
metric

po 1 dP(f) 5
ouinp = 5 (GLBR) + PR ).

We proceed with the computation by making the change of variables y = f(x;0)

1 (dbw) ar(y)
3= [ ncs (gl Vef) + P ) ) (TG0 + PO o) ) a

_ dP(y)dlnP( ) fﬂxfbx fafbx +fbfax ( )
_/Xf”fb dy oy (W < fa ) ay

Finally, we recognise that -2 5= = fr 2 3y and that f,fy, + fofax = f “f b and collect terms
to arrive at the result. H

Of course, examining symmetry at such an abstract level cannot be expected to
yield concrete answers immediately and so that the statement of prop. (I) 3.0.4 is
opaque and not obviously useful is not surprising. Indeed, in what follows we make
various simplifying assumptions about the functional form of the symmetry function
f to arrive at generalisations of familiar results.

We begin by noticing that there is a term in eq. (4.4) which is proportional to f,fp.
If it could be arranged that f,f; be independent of y, then we could simply extract
a term proportional to f,f; from the result — a term whose importance we already
know. Moreover, if we could ensure that the other terms vanish, we would have
Sab & fafp and achieve our general result once more.

To that end, we choose to require that fy be constant and f;, = 0. Although this
is likely not the only way to achieve our desired effect, it will certainly suffice. In this
case, we see immediately that f(x;0) = cx + h(6) is the general solution — but this is
nothing other than the statement of translation invariance. Thus, we may achieve the
following results by means of prop. (II) 3.0.4.

10



Prop. (1) 3.0.5. Fix a one-dimensional probability density function P such that the change of
variables y = x — h for h(0) a differentiable function on M C R™ leaves the spatial domain
X unchanged. Let P(x;0) = P (x — h) then g, = (95h)(dph) D where

D= /de <81;ECx)> (alnaljc(x)> .
Proof. Apply prop. (I) 3.0.4 to f(x;0) = x — h(6). |

Cor. (I) 3.0.6. Fix one-dimensional probability density functions P; and let Wi (8) be differ-
entiable on M C R"™ and write y* = x' — h' such that X; is unchanged under this change of

variables for all i. P(x;0) = Q P; (x' — hi)Qei gives gap(P) = (9ah') (3,/) Dyj where

. (0P; Jln P;
) i Y 1 P
oy - { i (5) () =1
0, i#]

Proof. Combine prop. (II) 3.0.5 and thm. (II) 3.0.2. |

Remark (II) 3.0.7. When P; are all Gaussian, D;; = §;; and so the result of eq. (2.2.2.2)
follows as a special case.

To demonstrate how one might achieve the encoding of an arbitrary Riemannian
metric tensor into a spatially disjoint product of one-dimensional families of proba-
bility density functions, consider the following example.

11



Example (II) 3.0.8

Suppose we desire a hyperbolic metric tensor ¢ whose associated line element is
given by %(docz + dpB?), on the open subset M = {(a, ) € R?| B > 1} C H?. With

some work, it can be shown that an isometric embedding of M into R® can be
achieved through the function

= (S (1) VBT,

That is, ¢ = h*6. Moreover, it is evident that / is at least C! so we may apply our
construction to it and write, for example,

P=p (x=n)op(y—1) 0P (z-1),

for any one-dimensional probability density functions P; which satisfy translation
invariance as outlined in prop. (II) 3.0.5. By cor. (II) 3.0.6 we then know that
¢(P) = h*D and so the result follows in the case that D = .

In particular then, we may choose to let X; = R for i € {1,2,3} and put

1 N 1
e 27, Pz(x) = T—ISQChx, P3(X) = m,

for which D; =1 and D, = D3 = % Thus, taking the values of D; into account,
we may write P(x,y,z;a,8) = P (x—h) © b, <y — \/§h2> o Dy (z — \/§h3> to

recover

< 27‘[5) -1 sech <x — @) e_%(y_mﬁsay
1+ {Z+@_ﬁln<ﬁ+\/ﬁ>r’

defined on IR3 x M, and for which we know, due to cor. (II) 3.0.6, the metric tensor
is ¢ = B26. It may also be verified directly that, given,

1 1(y_cosa)? 1
Py(x;a,B) = —¢ 3(x 5>, Pz(x;oc,ﬁ)ZEsech<x—

P(x,y,%0,B) =

V2r

ﬁsinzx)
5 ,

7.(71

P3(x;a,B) = 5 , we have
/2622 5
1+[x—|— 5 —\/§1n<,3+ B —1)}
_ 1 p*sin®a  Bsinacosa _ 1 p*cos’a  —PBsinacosa
g(Pl) - E [,Bsinoccoszx cos? w ] ’ g(Pz) - E [—,Bsintxcosrx sin? o ] !
T 10 o
g(PS) - E [0 :52—1} y

whose sum is as desired — that is, § (O P;) = Y g(P;) as thm. (I) 3.0.2 assured
us. Thus, we have managed to encode a desired metric tensor as the Fisher infor-
mation metric of a spatially disjoint product of three, one-dimensional families of
probability density functions.
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We can explore another possible simplifying form of transformation f. Consider
that were f(x;0) « x, then every term in eq. (4.4) would contribute a factor propor-
tional to f,. Again, this is a desirable result and so we explore the symmetry of scale
invariance.

Prop. (ID) 3.0.9. Fix a one-dimensional probability density function P such that the change
of variables y = xe!* for h(0) a differentiable function on M C R™ leaves the spatial domain
X unchanged. Let P(x;0) = e"P (xe') then g,, = (94h)(9yh)E where

E= /P(x) (1 +xalna—i(x))2dx.
X

Proof. We set f(x;60) = ¢"®x and compute the required derivatives for prop. (II) 3.0.4
as follows

d
fa=0chxe", fo=¢", for =0,he", % = 2(9ah) (ph)y.
The result follows straightforwardly. u

Cor. (ID 3.0.10. Fix one-dimensional probability density functions P; and let i (0) be differ-
entiable on M C R™ and write y' = x'e" such that X; is unchanged under this change of

i i\ O . .
variables for all i. P(x;60) = © e P; <xleh > ‘ gives gap(P) = (dah') (9N ) E;j where

P dln Pi 2 . .
= ei/Xidx’P’<1—|—x o ) , =]
0, i #j

Proof. Combine prop. (II) 3.0.9 and thm. (II) 3.0.2. |

Cor. (II) 3.0.11. Every Riemannian metric tensor may be reached as the result of the Fisher
information metric acting upon a spatially disjoint product of families of one-dimensional
probability density functions.

Proof. Apply either cor. (IT) 3.0.10 or cor. (II) 3.0.6 to the desired C! pullback &, which
exists due to the isometric embedding of the desired manifold in E"” via the Nash
Embedding theorem. u

It can now be seen that relatively simple computations give rise to highly useful
results by way of thm. (II) 3.0.2. Indeed, to extend this work one need only find
other families of probability density functions whose Fisher information metric can
be made to be proportional to (d,/)(dyh) in order to combine them in the requisite
multiplicity to allow & to be the pullback for a desired Riemannian metric tensor.
That we made explicit use of spatial domain symmetries using prop. (II) 3.0.4 should
be seen as merely a convenient and intuitive way of making use of thm. (II) 3.0.2 to
construct desirable results.

13



4. Discussion

We have thus seen that we are able to associate a Riemannian information manifold
with a concretely-stated metric tensor to a given family of probability density func-
tions. However, such an association immediately suggests the consideration of the
possibility of reversing the process and so asks just how much information about the
underlying family of PDFs is preserved in the computation of the Fisher information
metric.

By observing that the Fisher information metric takes a spatially disjoint prod-
uct of families of probability density functions to a sum of their individual Fisher
information metrics, we were able to give a positive existence result to the guiding
question and even an explicit construction when a suitable pullback is known. That
is, every Riemannian metric tensor is realisable as the Fisher information metric of
some family of probability density functions exhibiting a select symmetry on their
spatial domains — cor. (I) 3.0.11. The symmetry is crucial to our construction and
is the tool that effectively enables an injection of dependence upon the components
of the isometric embedding used. Furthermore, what we have shown is that very
little information is carried through the association, so little indeed, that any family
of PDFs exhibiting the necessary properties will give rise to the chosen Riemannian
metric.

14



III. Towards homological algebra

1. Overview

Homological algebra may be described as that branch of mathematics which con-
cerns itself with the study of homology in a generalised sense. Though the present
context constrains our interest in this area to its ability to elucidate certain geometric
properties of manifolds, we shall nevertheless enjoy a winding tour through vari-
ous supporting ideas so that when we are finally in a position to begin to consider
its applications, we may do so with confidence and with the ability to transfer our
knowledge to various related areas. Chief among all themes in this chapter will be
that of taking as general a standpoint as we dare, all but necessitating the use of
category theory.

The histories of homological algebra and category theory are strongly intertwined
and it is not the place of this document, nor indeed the author, to attempt to discern
cause from effect. A comprehensive motivation for the use of category theory in
homological algebra would necessitate going into, in the words of [McLgo], “the array
of homology theories at the time and the forefront of 1940s abstract algebra, and we
would do this without using category theory, and we would waste a lot of time on
things category theory has now made much easier.” Furthermore, understanding
category theory or homological algebra in this way would suffer from a paradoxical
inability to give motivating examples. This is because “precisely the examples serious
enough to have motivated the definitions are too hard to be worth giving now without
the benefit of categorical hindsight.”

Thus we shall visit various notions and topics within category theory without
feeling the insatiable need for historical motivation or contextualisation, instead being
confident that our direction is justified by the very existence of modern homological
algebra — itself almost certainly only tractable within the language of categories.

The general course we shall be charting through the surrounding theory will fol-
low, by and large, the idea of introducing additional structure to categories — either
through positing the existence of certain objects or, later, by requiring morphism col-
lections to exhibit structures all their own — until the categories we consider demon-
strate a sufficiently rich theory to both support and generalise select properties, facets
of whose interplay enable a discussion of homological concepts. That is to say, we
shall first establish a working understanding of monoidal categories which will en-
able us to discuss enriched categories which, in turn, will set the stage for abelian
categories whose properties support generalised notions of our eventual destinations,
viz., homology and exactness.
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Regrettably, any course through such a rich and general theory will inevitably
err through omission. This is particularly the case in this work, as its time-frame
demanded of the author a certain singular focus upon only one destination. Many
interesting and undoubtedly important avenues and considerations thus remain un-
explored — this work is far from comprehensive, even when restricted to those con-
cepts covered, and is not intended to be otherwise. Our aim in exploring the above-
mentioned theory is to prepare ourselves for more directed research and inquiry.
Once we have concluded our exposition, we will be in a position to begin to contem-
plate the many ways in which homological algebra may be applied to the specific
case of information geometry in the hopes of descrying non-trivial properties of the
objects of central concern — information manifolds.
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2. Monoidal categories

A simple starting point in endowing a category with extra structure would be to
somehow induce an algebraic structure upon its objects. Of the various algebraic
structures at hand, monoids stand out as demanding relatively little in the way of
structure, but offering a rich enough theory to be of interest. As such, we will attempt
to view Obj € as an algebraic monoid.

2.1. Basic notions
Def. (ITI) 2.1.1. A monoidal category € is a category equipped with
1. a bifunctor ® : € x € — ¢, the tensor product
2. an object I € Obj ¢, the identity object
3. a natural isomorphism agpc: (A®B) ® C -+ A® (B® C), the associator
4. a natural isomorphism A : [ ® @ — id¢, the left unitor
5. a natural isomorphism p : ¢ ® I — idg, the right unitor

such that the following diagrams commute for all A, B,C,D € Obj¢. The monoidal
category is called strict when «, A, p are identities.

(A®I)®BHA® (I® B)

PA ®1d3\ /1dA ®Ap

AR®B

(A®B)®C)®D

XA B,C (X)ld/ Xm,C,D

(A®(B®C))®D (A®B)®(C®D)

XA B®C,D k VM,B,C@D

A® ((B®C)®D) - A® (B (C®D))
idg ®apcp

Note that we do not require the components of the unitors and associator to be
identities, only isomorphisms. Moreover, naturality ensures that they commute with
arrows in the category —if f : A — B then Ap(id; ®f) = fA, as arrows from [ ® A
to B, for instance — thereby maximally preserving the monoidal structure.

Remark (III) 2.1.2. If we truly wish to express the difference between the monoidal
category (€, ®,I,a, A, p) and the ‘underlying’ category €, we will write &, for the
latter. In this way, a functor F : ¢y — ®y is an ‘ordinary’ functor.
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Another notational convention is the omission of the ® symbol between objects in
favour of juxtaposition where unambiguous, and the writing of id4 ®f and f ® id4
as Af and fA respectively. This convention has the convenient side effect that some
identities are obvious (id4 ® idp = ido»p just reads AB = AB).

Before we divert the reader’s attention with examples and surrounding theory,
there is an immediate question which may seem, at first glance, somewhat trouble-
some. Notice that both A; and p; are natural isomorphisms II — I. We do not
explicitly require these to coincide, and it may seem strange to leave such matters up
to chance. To quell such unsettling ideas, we give the following results.

Prop. (III) 2.1.3. In any monoidal category, the following hold for all objects A and B:
1. Apa =IA g and par = pal
2. Aapirap = AaBand pap = (App)aas,i
3. Ar=pr

Proof. The first statement follows from the naturality squares for A and p. Observe
that AyA;14 = Aa(IA4) and similarly for p, and as A, p are isomorphisms we have (1).

With this established, we turn to the proof of (2). Though perhaps long, it is
entirely mechanical relying only on the naturality of « and the pentagonal and trian-
gular identities in def. (II) 2.1.1. For these reasons, we explicitly only show the first
statement, as the second is entirely similar.

To begin, observe that if we wish to show f = g for generic arrows f,g: A = B, it
suffices to show that I f = Ig as then Ag(If) = Ap(Ig) but by naturality Ag(If) = fAa
andeA :g)\A - f:g I

With that established, we will show that I(Aapa; 4 ) = I(A4B).

I(AaparaB) = (IAag)(Iag,4,B)
= (IAap)ayy, gt 11T A p) (triangular identity)

= (p1(AB))a" 1 ap(Iapap)
ap a1 ap(er(AB))a 1 ap(Ing ap)

= apa5((01A)B)a i apa 1 ap(Iagap) (naturality of a ™)
=apap((IAa)ar;aB)a i ape 11 ag(Ior48) (triangular identity)
= a;,4,8((IAA)B) (ar,aB)a™ a0 11,48 (10g,4,8)

= (I(AaB))arrap(ar;aB)a *111,14,30(*11,1,143(qu,A,B) (naturality of «)
= I(AaB) (pentagonal identity)

Finally, we note that the equality Al @ AIIRL T O, (IAD)agg 1 = pil is sufficient to
give (3), and thereby conclude the proof. u

'That is, A and p give an equivalence of categories where the functors are I® and ®1I respectively.
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With that established, we divert our attention to examples of monoidal cate-
gories. Perhaps the most obvious starting point is the interpretation of a commutative
monoid as a category.

Example (III) 2.1.4

Given a commutative algebraic monoid, (M, -,e), we can create a category € with
Obj¢ = M and €(a,b) = {m € M|ma = b} where composition is then just
multiplication. Now, we may endow € with a strict monoidal structure as follows.
We define the tensor product to be the underlying monoidal operation on both
morphisms and objects. The tensor product is indeed a bifunctor, if we have
fia—ad < fa=dandg:b— bV <= gb ="V then we certainly have
fgab = fagb = a'b’ and so fg : ab — a'b’. To complete the construction, we take
the identity object to be e, and define a,; . = id;; = e as the monoidal operation
is associative, and A, = p; = id; = e. That these maps are natural follows from
the fact that they are identities.

In the event that the algebraic monoid is not commutative, the above construction
will not work as the tensor product cannot be extended to morphisms. In such situa-
tions, and indeed more generally, we may instead turn to the following construction.

Example (III) 2.1.5

A cartesian monoidal category is a category ¢ which supports all finite products,
endowed with the monoidal structure of ® = x, I = 1 and a4pc,Aa, 04 the
canonical isomorphisms arising from the below commutative diagrams.

- (AxB)xCr_

That A~ is natural is similarly straightforward to see, and so too that p,p !
are natural isomorphisms. That « is natural is also true, but not demonstrated
explicitly in the above diagrams.

The reader should be quick to note that there is a dual to the above, a cocartesian
monoidal category. If a category supports all finite coproducts then we may view
(¢,0,+) as a monoidal category with &, A, p the canonical isomorphisms.
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As in the above two examples, there are many situations in which the tensor
product behaves like a product in some sense of the word. Perhaps an important
class of such examples is when the tensor product is actually a tensor product of
modules or vector spaces.

Example (III) 2.1.6

The category As of abelian groups admits a monoidal structure. In particular, if
we view abelian groups as Z-modules then the bifunctor can be the tensor product
of Z-modules, ®z, with Z serving as the identity and «, A, p the canonical isomor-
phisms. That is, we would define Ag(n ® ¢) = ng and A~!g(ng) = 1 ® ng, and
similarly for p, from which it is easy to check that A, p are natural isomorphisms.

Finally, to demonstrate that tensor products needn’t be products in any sense of
the word, we move to examine the category of endofunctors on a category.

Example (III) 2.1.7

The category [¢, €] = End € is monoidal with the tensor product being compo-
sition of functors, the Godement product on natural transformations, and the
identity object as id¢. Furthermore, x4 p ¢ = id apc as composition is associative,
and it is readily apparent that Ay = p4 = id4 and that «, 3, p are natural. In
fact, the category of endofunctors is thus a strict monoidal category under functor
composition.

Prop. (III) 2.1.8. The unit object in a monoidal category is unique up to isomorphism.

Proof. Let € be a monoidal category with unit objects I and I’, and associated unitors
A,p and A/, p'. Observe that f = Ap(p})~! : I — I’ is an isomorphism as it is the
composite of two isomorphisms. H

Given this fact, and drawing on inspiration from SeT and CaTt, we will begin to
think of arrows from I to an object of the category C as generalised elements of C.
Although the morphisms are not in any meaningful way ‘contained in” C, they do (in
many ways) speak for the way that C ‘behaves’. The reader is advised to entertain
this notion and be aware of how it repeatedly reappears in the context of monoidal
categories (c.f. monoid objects, closed monoidal categories, etc).
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Now that we have a working understanding of how monoidal categories may
manifest themselves, and which abstractions they attempt to capture, we may ask
the natural question: do they form a category? In order to answer this, we must
tirst define functors between monoidal categories. In doing so, we notice that there
are varying degrees to which we may seek to have the functor respect the monoidal
nature of the categories at hand.

Def. (III) 2.1.9. Given two monoidal categories (€, I¢) and (D, I), a monoidal func-
tor between them is given by a triplet (F,¢$,e) where F : ¢y — ©p is a functor,
¢ap: FAFB — F(AB) is a natural transformation and ¢ : Iy — Fl is a morphism in
D, such that for all A, B, C € ObjC the following diagrams commute.

(FAFB)EC — >, FA(FB FC)
¢aFC FA ¢p,c
F(AB) FC FAF(BC)
$aB,c $a,BC

F((AB)C) —— F(A(BC))

PD&@
Ap PD
I FA FA FA Ip FA
eFA‘ [F/\g FAE‘ TF.D@
Fle FA—— F(IzA) FAFlg ——— F(Alg)
Pre,A Pa,le

The first diagram expresses how ¢, the ‘factoring” operation, and F should respect
the associative nature of the monoidal categories. If both categories are strict, then
the diagram reduces to a commuting square expressing simply that the order in
which we “factor” out F does not matter. The next two diagrams express for us that
‘factoring” out F should respect the left and right unitors of the categories. This, the
reader should bear in mind, is analogous to the idea of monoid homomorphisms for
which we have f(a)f(b)f(c) = f(abc), among other identities.
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The reader would do well to scrutinise the previous statement. Indeed, the above
diagram essentially only gives ‘one direction” of the identity present for monoid ho-
momorphisms, viz., f(a)f(b)f(c) — f(abc). In particular, no restrictions were placed
on the invertibility of the ‘factoring” operation or indeed the unit morphism. It is thus
here that we have an opportunity to discriminate among monoidal functors, through
the degree to which they are true to our analogy.

Def. (III) 2.1.10. A monoidal functor (F, ¢, ¢) is termed
¢ Lax, if it merely satisfies the conditions present in def. (III) 2.1.9.
¢ Strong, if ¢ is a natural isomorphism and ¢ is an isomorphism.
e Strict, if ¢ and ¢ are identities.

With a basic understanding of monoidal functors between monoidal categories
in hand, we move to address the notion of monoidal natural transforms between
monoidal functors. Intuitively, we expect that a monoidal natural transform should
respect the functorial nature in the ordinary way, that it should respect ‘factoring’
morphism in a natural manner, and that it should take identity morphisms to identity
morphisms. Indeed,

Def. (III) 2.1.11. If F,F : € = ® are two monoidal functors between monoidal
categories then a monoidal natural transform 7 : F; — F, is a natural transform
of the functors Fj, F, : €y == ©g such that the following diagrams commute for all
A,B € ObjC.

$1
FlA FlB — Fl(AB)

I
TA & TB‘ lTAB 81/ \iz

FlI — Fz[
FBAFRB ———— F(AB) U
2
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2.2. Braiding and symmetry

Now that we have a grasp on the elementary notions concerning monoidal categories,
we may be tempted to investigate certain properties of such categories. In particular,
should we examine SET (or indeed any cartesian monoidal category) we notice that
we have A X B = B X A naturally in both arguments. However, it is clear that this
is not the case in a general monoidal category. Despite being strict, End € does not
exhibit such behaviour and thus we must introduce this at the level of a structural
property.

However, there is another hidden privilege that cartesian monoidal categories en-
joy. If welet Bap : A X B — B x A be the natural isomorphism then it is a matter
of some triviality that B4 pBp 4 = id4xp. However, as the example below illustrates,
this is not generally the case.

Example (III) 2.2.1

Recall that a ring R is N-graded, for a monoid N, if there exist a family of sub-
groups (Ry)nen such that R = @R, and Ry, - Ry € Ry Further, recall that if
M is a right R-module, M is a graded right R-module if there exist a family of
subgroups (My,),en such that M = @ M, and My, - Ry € Myyyn.

If R is a graded commutative ring, then we may form GMobg, the category of
graded R-modules, whose objects are graded R-modules and whose morphisms
are graded module morphisms. That is, if f : M — N for M, N € ObjGMobg
then f(M,) C N, and f is otherwise an R-module morphism.

It is a simple matter to verify that defining (M ® N)x = Y1« M ®r Ny
endows the category with a monoidal structure. Moreover, it can be shown [JS68]
that braidings for GMobg are in bijection with invertible elements r of R, and are
given by By n(a®b) = r""(b®a) fora € M,, and b € N,. It is clear that, in
general, p% # id.

Given this example, it is clear now that we cannot in general require that g2 = id
as it is in the cartesian monoidal case. However, the general notion stands and we
define, with suitable coherence requirements,

Def. (IIT) 2.2.2. A braided monoidal category is a monoidal category equipped with

a binatural isomorphism 4 p : AB — BA such that the following diagrams commute
for all A,B,C € Obj¢.

(AB)C A(BC)

BanC /N Fanc ABrc / \w;ﬁB,c
(BC)A A(BC) A(CB) (AB)C
XB,A,C l LBA,BC ycp l JﬁAB,C
B(AC) (BC)A (AC)B C(AB)
BﬁA,C\ / “B,C,A ﬁA,cB\ / a4

B(CA) (CA)B
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In the above, the second diagram can be seen to be identical to the first with 4 p
replaced by B! p 4, thereby indicating that p and B! are allowed to be somehow
‘different’. Moreover, the first diagram encapsulates the notion that we may either
braid A through BC in ‘one-step” or successively “pull’ it through B and then C, and
then reach the same result. Similarly, the second diagram says that we may braid AB
through C in ‘one-step’ or gradually, without changing the result. In a strict monoidal
category, the diagrams give B4 pc = (BBa,c)(BasC) and Bapc = (BacB)(ABs,c)-

As we may expect, these coherence conditions suffice to prove that the braiding
respects ‘reasonable’ operations (in particular, unitors and associators). The following
is a theorem of [JS68], given here without proof.

Thm. (III) 2.2.3 (Joyal, Street). In a braided monoidal category, the following diagrams
Ba

commiuite.
(AB)C
0@4,}7 \BS,BC
A(BC) (BA)C
A I
TIA — Al Al — IA

N A,BB,C‘ NBBA,C N/

Aa PA PA Aa
A A(CB) C(BA) A
,BA,CB\‘ /C,B,A
(CB)A
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Of course, to justify our generalisation we are able to show that cartesian monoidal
categories are canonically braided.

Prop. (III) 2.2.4. Every cartesian monoidal category admits a canonical braiding.

Proof. First we define B, then we show it is natural, and finally demonstrate that the
left hexagonal diagram commutes — the proof of the right one is entirely similar.

We define $ through the universal property in the below-left diagram, and then
make use of the below-right diagram to show its naturality in its second argument —
the case for the first is entirely similar. Let A, B, C be objects in the category, and let
f : B — C, then we wish to show that (f xids)Bap = Bac(ida Xf). Both of these
morphisms are arrows A X B — C x A and so we need only check that they have the
universal properties given below-right to show equality.

B+«—BXxA—— A C+——CxA— A
e
A X B B+——AXB—— A

It is a simple matter to check that mc(f xida)Bap = frta = mcPac(ida xf) and
similarly that ma(f xida)Bap = mp = maPac(ida Xf), thus B is natural in its
second argument.

That the hexagonal diagrams commute is nothing more than a drawn-out exercise
in universal property arguments. By drawing out the large commutative diagram
for ¢ = (idp XBac)apac(Bap xidc) we see that g: (A x B) xC - Bx (Cx A) is
characterised through the universal properties mpg = mp7Taxp and 7Tcxag = Pac?
where v : (A X B) x C — A X C is the unique map with w40 = ma7Taxp, TcV = TTc.

Should we perform a similar exercise for h = apc aPapxcapc We see that
ntgh = 7Rt A g as desired, but this time we have that 7tc. 4l = /B4 pxca pc Where
v': (BxC)x A — C x Ais the unique map with 40" = 74, e = TcTxC-

In order to show equality between B 4 cv and v’ B4 pxcta g c as parallel morphisms
(A X B) xC— C x A, we turn to a final universal property argument.

C+—— (AxB)xC—— AxB

H v |

C+——CxA——— A

Using the commuting diagram above, we check that

TTABA,CU = TTAU = TTATTAxB

nB,BA,Cv = T7ICc0 = TIC

TAV BaBxChABC = TTABABxCXABC = TAKABC = TATTAXB
TV BABxCHAB,C = TICTIBXCPABXCHABC = TCTTBXCAABC = TTC

thus completing the proof. u
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As in the case of monoidal categories, we also briefly discuss the behaviour of
functors which preserve the braided nature of their categories.

Def. (III) 2.2.5. A braided monoidal functor F : € — ® is a monoidal functor between
the monoidal categories for which the following diagram commutes for all A,B &
Obj ¢.

Brars
FAFB FBFA

$A,B l l(PB,A

F(AB) o F(BA)

Remark (IIT) 2.2.6. Natural transformations between braided monoidal functors are
monoidal natural transforms between the monoidal functors, and are not required to
satisfy any additional properties.

Ultimately, however, our interest in braided monoidal categories is constrained to
the case of symmetry.

Def. (II) 2.2.7. A braided monoidal category is called symmetric when the braiding
has 2 = id.

Remark (IIT) 2.2.8. Symmetric monoidal functors are simply braided monoidal func-
tors where the braiding happens to be a symmetry.

As is no doubt already manifestly evident,

Prop. (III) 2.2.9. Every cartesian monoidal category with the canonical braiding is symmet-
ric.
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2.3. Closed monoidal categories

Remark (II) 2.3.1. This section will frequently make use of various properties of ad-
junctions. For the convenience of the reader, the requisite supporting theory has been
exhibited in appendix A.1.

Not for the last time, we look to SET as a cartesian monoidal category for more
interesting structural properties which we may take to the general monoidal case. The
facet that catches our eye this time is that if A and B are sets, then SET(A, B) € Obj SET.
In some ways, this is the result of a special privilege enjoyed by the somewhat central
role of SET in the standard theory. However, a more careful treatment of this property
is desirable.

In order to effect this, we must first essay the ‘categorification” of our understand-
ing of sets SET(B,C). Classically, we would write such a set as C® and we would
be quick to note that we have a canonical morphism ev : C® x B — C as defined
by ev(f,b) = f(b). Upon careful inspection, we may surmise that C® and ev are
universal with respect to the following property.

Prop. (III) 2.3.2. For all sets A, and set functions f : A x B — C there exists a unique set
function Af : A — CP such that ev(Af,idp) = f.

Proof. Given f we define (Af)(a)(b) = f(a,b). It is a simple matter to verify that
ev(Af,idp) = f and uniqueness follows from pointwise agreement. u

Should we inspect the above with an eye to a more general theory, we note that
the universal property is telling us something about the functor xB. In particular,
we may recognise that (C?,ev) is somehow a universal arrow from xB to C. That
is, for every (A, f : Ax B — C) we have a unique morphism A — C? such that
the appropriate diagram commutes. Moreover, we know that if every object has a
universal arrow, as is the case in SET for X B, then we have an adjunction! Thus, in
one broad and permeating stroke we generalise as much as seems reasonable and
define the following.

Def. (III) 2.3.3. A right-closed monoidal category is a monoidal category ¢ wherein
for every object C € Obj€ the functor e ® C has a right adjoint [C, e]. That is, for
every A,B,C € Obj ¢, €(A® B,C) = €(A, [B,C]) naturally in A, C. The image of the
functor [C, e] is called the internal morphism object. Similarly, a left-closed monoidal
category is one in which the functor C ® e has a right adjoint [e, C].

Remark (IIT) 2.3.4. Drawing upon the previous section, we immediately see that if the
monoidal category is braided, then it is left-closed iff it is right-closed iff it is biclosed
and so we simply say that it is a closed braided monoidal category. Importantly, in
this case the isomorphism of (external) morphism objects is natural in all arguments.
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To demonstrate that we have indeed generalised the classical theory of SET, and
the extent to which internal morphism objects behave as though they were actually
collections of morphisms, we begin with the following, perhaps presumptuous, defi-
nition.

Def. (II) 2.3.5. In a right-closed monoidal category, we

e say that a morphism a : I — A is called a point of A.

e define evyp : [A,BJ® A — A to be the counit of the adjunction on ®A, so
named as it plays the role of internal evaluation,

e and define ogpc : [B,C] ® [A,B] — [A,C] to be the image of the morphism
evpc(idjp ) ®evap)apcyiap,a ¢ ([B,Cl®[A B])®A — C under the adjunc-
tion isomorphism €(([B,C] ® [A,B]) ® A,C) — €([B,C] ® [A,B],[A,C]), so
named as it plays the role of internal composition.

In a right-closed monoidal category, we have €(A, B) = ¢€(I® A, B) = ¢(I,[A, B)]),
where the first isomorphism is €(A 4, B), and so we can identify arrows f : A — B
with points [f] : I — [A, B] of internal morphism objects. That is, morphisms from I
to the internal morphism object are simply elements of the external morphism object.
For the first time then, the reader may disregard the insistence of the author and see
for himself that there is a sense in which we should regard morphisms from I to an
object as generalised elements (points) of the object in question.

With this language established, in the following two propositions, we examine
the interplay between external and internal morphism objects and the properties of
internal composition.

Prop. (III) 2.3.6. In a right-closed monoidal category &, for all objects A, B, C,

1. the adjoint isomorphism €(A,[B,C]) — €(A® B,C) takes f : A — [B,C] to
evpc(f ®idp)

2. forall f : A — B, evap([f] ®ida) = f
3. leta:1— Abeapoint,and f : A — B, then evy p([f] ® a) = fa, a point of B

4. evpc <id[B,C] ® eVA,B> &(B,C],[A,B,A = €VAC (0aBc®ida)

Proof. We immediately recognise (1) as a trivial consequence of the definition of ad-
junctions in terms of units and counits. To elaborate the point, if we write the ad-
joint isomorphism as ¢4 ¢ : €(A,[B,C]) — €(A® B,C) then we know (prop. (A)
1.0.14) that it can be stated in terms of the counit and left adjoint functor as ¢4 c =
evB,C(— & idA).

That (2) holds follows from the fact that ev4 g([f] ® ida) = fA 4, by the definition
of [f] and (1). For (3), evap([f] ®a) = evap([f] ®ida)(ida ®a) = fAa(id; ®a) =
faA; by (2) and naturality of A. Finally, (4) follows again through a simple combina-
tion of definition and (1). |
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Prop. (III) 2.3.7. In a right-closed monoidal category <, for all objects A, B, C, D

1.

2.

4.

Let f: A— Band g: B — Cthenoapc([g] ®[f]) & [gf]

OA,B,D(OB,C,D ® id[A,B]) = ©%A,CD (id[C,D} ®0A,B,C)“[C,D},[B,C],[A,B]
as morphisms ([C, D] ® [B,C|) ® [A, B] — [A, D] — composition is associative within
the monoidal structure

. OA,B,B([idB] & id[A,B]) = )‘[A,B] and OA,A,B(id[A,B] ®[idA]) = 0[A,B] — composition is

unital within the monoidal structure

[A® B,C] = [A, [B,C]]

Proof. Let us begin by writing ¢!, - : €(AB,C) — €(A,[B,C]) for the adjunction
isomorphism, natural in both arguments. The statement of left-hand side of (1) then
becomes ¢~ 15 4 5,c(eVac(idipc) @ evas)apc)ap,a) (8] @ [f]). However, o' is
natural and so we turn to the appropriate naturality square to proceed with simplifi-

cation.
e(([8,C11AB)4,C) — I o(15,¢j(a, ) 14,
@i(([g]@[f])A,C)l F([g]@?[f]fc)
¢((I1)A,C) n ¢(I1,[A,C])
¢ 1
Thus, we have the equalities
4’_1 cliaz,c(evec([B, Clevap)apcyap,a) 8] @ [f])

"11c (evec([B,Clevap)agcyan,a (([g] ® [f]) A)) (naturality of ¢~ ')
=¢~'11c (evpc([B,Clevag) ([8] © ([f]A)) arr.a) (naturality of a)
=¢ " 11c (evp (8] ® fAa)ar,a) (prop. (III) 2.3.6 (2))
=¢""11,c (§AB(L (fAa))ar4) (prop. (M) 2.3.6 (2))
:4’_111 c (&8fAa(IAa) app,a) (naturality of 1)
:4)’111 c (&fAa(p14)) (def. (III) 2.1.1, triangle)
=¢~"11,c (8fAa (A1A)) (prop. (I) 2.1.3 (3))

In order to progress from here, we must introduce an isomorhpism which will allow
us to recast the above into [gf]. We carefully note that the naturality of ¢! gives us

¢ (A

"LIAC)) ¢l e = ¢ € (A711A,C). Using this we may finally state

¢ e (8fAa AMA) AT AL = ¢ o (8fAa) AL = [8f]AL

thereby completing the proof of (1).
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When considering (2), we first note that we expect both the arrows, via adjunction,
to have the form (([C,D] ® [B,C]) ® [A,B]) ® A — D. Of course, we know that we
cannot use ev — essentially the content of the adjoint to internal composition — when
the domain is in such a form. Given this, we expect the adjoints of the arrows in (2) to
change the domain (([C,D] ® [B,C]) ® [A,B]) ® A — [C,D] ® (|B,C] ® ([A, B] ® A)),
via some isomorphism.

With this context established, we claim that the following pairs are adjoint to one
another.

04,0 (°p,c,0 ®idap))
oa,c,p (idjc,p] ®04,8,0)%(c,D],[B,C),[A,B]
adj
{ K&[c,D),[B,C],|A,B|o AX[C,D]®[B,C],|A,B],A

x(id|c,p) ®a(B ), (4,B),14])¥(C,D],[B,Clo[A,B],A (& [c,D],B,Cl,[A,8] ®ida)

where k¥ = evc,p(idc p) ® evp c(idp ) ®evap)). Were this to be the case, it would
immediately follow, by the pentagonal identity (def. (III) 2.1.1), that the right pair
were equal and consequently that the left pair were equal.

Thus, in order to prove (2) we must simply prove that we have the isomorphism
proposed above. The process is fairly mechanical, and revolves around the naturality
of « and ¢, and makes use of prop. (III) 2.3.6 (4) once in each case. We will show only
the first case, and leave the second to the capable hands of the reader.

048D (°Bc,p[B, A])
(defn.)

= (P_l[B,D] [A,B],D [eVB,D ([B,D]eva,p) “[B,D],[A,B],A] (oB,c,0[A, B])
(naturality of ¢~ 1)

=¢! 1[B,C])[A,B],D [eVB,D ([B,D]eva,p)ap piap),a ((°8cn[A B]) A)}
(naturahty of &, we omit subscripts on ¢~ 1)

=¢! eve,p ([B,D]evap) (escp ([4,B]A)) arcp [B,C],[A,B},A}
(rearrange composite)

=¢! evgp (o5c,0B) (([C, D][B,C]) evap) a(c,p) [D,C],[A,B],A]
(prop. (1) 2.3.6 (4))

=¢! Ve, ([C, Dlevp,c) aic,py,8,c),8 (([C, D][B,C]) evag) &c,p)[p,c],[A,B] A]
(naturality of «)

=¢ [ev c,n] ([C, DJevgc) ([C, D] ([B,C] eVA,B)Z[X[C,D],[B,C],[A,B]A“[C,D} [D,C},[A,B],A]

~~
K
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The proof of (3) is a similar mechanical exercise, except that we must make use of
prop. (III) 2.1.3 (2) or the triangular identity of def. (III) 2.1.1 in order to conclude it.

oap,5 ([ids][A,B]) = ¢~ 5 pyias s [eVB,B ([B,Bleva,p) ‘X[B,B],[A,B],A} ([idg][A, B])
(naturality of o)

= ¢ ' 1ap8 [eVB,B ([B,Bleva,p)ap s, a,p],4 (([ids][A, B]) A)}
(naturality of «)

=¢! [eVB,B ([B,Bleva,p) ([idg]([A, B]A))“I,[A,B],A}
(prop. (III) 2.3.6 (2))

=¢! [/\B (I(?VA,B ([A, B]A) ))“I,[A,B],A}

-~

(evap([A,B]ida) = evy p by prop. (A) 1.0.14 and naturality of ¢)

= ¢! _AB (Ievap) “I,[A,B]IA}
(naturality of A)
=¢ ! levap /\[A,B]A“I,[A,B]/A]
(prop. (III) 2.1.3 (2))

— ¢! eVA,B()\[A,B]A)}
(prop. (TIT) 2.3.6 (1))

= AMag)

Again, we give only one of the two equalities, as the other proof is entirely similar
— note that instead of requiring prop. (III) 2.1.3 (2) to tie matters together, the other
equality makes use of the triangular identity of def. (III) 2.1.1.

Finally, for (4), let 7_ 4 = C(ofl_,A,B, C) to find

hame) = €(— (A B,CN) 2 e(- 0 4, B,C) 2 (- @ 4) 0 B,C)
adij
¢(~® (A®B),C) ¥ €(—,[A®B,C)) = hionq

[~

Thus, by Yoneda, [A ® B,C| = [A, [B,C]]. |

In summary then, a right-closed monoidal category affords a rich internal struc-
ture. There are internal morphism objects with a well-defined, unital and associative
composition law, and the internal morphism objects support the ‘same’ adjunction
formula as do the external ones. Indeed, it would appear that we could reformulate
many statements in the general theory to those about internal morphisms in some
right-closed monoidal category without any loss of generality.
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2.4. Monoids in monoidal categories

Now that we are satisfied with the existence of morphisms between monoidal cate-
gories, we see that we may form the category of (small) monoidal categories. The
reader is encouraged to convince himself that the monoidal nature of the objects and
morphisms in this category does not, in any way, prohibit the category from sup-
porting all finite products (in the same manner as does Car). Thus, among other
possible structures, we may endow that category of monoidal categories with a carte-
sian monoidal structure.

As was pointed out earlier, we think of morphisms from the identity object of a
monoidal category to a given object as generalised elements of that object. Ergo, a
‘generalised object’ of a monoidal category ought to correspond to monoidal functors
from the terminal category 1 to the monoidal category in question, as morphisms
within the cartesian monoidal category of monoidal categories.

Recall that 1 is the category with only one object and only the identity morphism,
and is endowed with a monoidal structure in the obvious and trivial manner. Then, to
give a functor from 1 to € is to give an object of ¢, say Fx = M. We are then afforded
morphisms ¢, . : MM — M and ¢ : | — M. These are suspiciously reminiscent of
multiplication and identity operations in an algebraic monoid. Indeed, should we
examine the diagrams in def. (Ill) 2.1.9 carefully, we find we are able to make the
following general definition.

Def. (III) 2.4.1. A monoid in a monoidal category € is given by an object M € Obj ¢
equipped with morphisms y : MM — M and 5 : I — M, known as the multiplication
and unit respectively, such that the following diagrams commute.

(MM)M
“M'MV N‘i\/f IM ™ MM Mi MI
M(MM) MM
u
My‘ h Iz AMm oM
MM M
u M

Def. (III) 2.4.2. If the monoidal category has a symmetry p then the monoid is said
to be commutative if up = pu.

In the above, the left diagram expresses the associativity of the monoidal multipli-
cation while the right expresses the right and left identity laws. It goes without saying
that a monoid in the cartesian monoidal category SET is just an algebraic monoid in
the usual sense.
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If monoids are monoidal functors from the terminal category, then we may guess
that monoid morphisms, whatever those may be, are monoidal natural transforms
between such functors. Indeed, generalising the resulting diagrams and requirements
we define monoid morphisms as follows.

Def. (IID) 2.4.3.If (M, p,77) and (M, 1/, ") are monoids in the same monoidal cat-

egory then a morphism f : M — M’ is a morphism of monoids if the following
diagrams commute.

2 " M
MM —— M /
f®fl lf I f
MIM/#)M/ ;,]/\y
1 M

Here, the left diagram makes explicit that multiplication and the morphism should
commute, while the right diagram enforces that the morphism take the identity to
the identity. As such, in SEt, this is simply the definition of an algebraic monoid
homomorphism. As a matter of course, one is led to consider the category of monoids
on a monoidal category, Mon €. Given our inspiration for defining monoids, it should
come as no surprise that

Prop. (III) 2.4.4. For any monoidal category €, Mon € = [1, €].

Proof. Consider the maps & : Mon€ — [1,€] and B : [1,€] — Mon¢ as defined by
%(M, 1,17) = (IM], 1], ) and B(F, ¢,€) = (F&,g,.,€) on objects, and a(f) — [f] and
B(T) = T, on arrows. Here we have used the functor [M] where [M](x) = M and
[M](f) = idy, and the natural transformation [f] which is the constant f natural
transformation. It is simple to verify that these maps are indeed functors and inverse
to one another, and that they have domain and codomain as stated. [ |

Prop. (III) 2.4.5. Let (€, I¢) and (D, o) be monoidal categories, and F : € — D be
a lax monoidal functor between them. The image of a monoid (M, up, ym) in € has an
induced monoid structure in ®. Moreover, such a functor takes monoid morphisms to monoid
morphisms in this sense.
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Proof. We shall prove that (FM, upym, 1rm) is @ monoid in ©, where we define the
arrows ey = Fype i Ip — FM and urp = Fupdmm : FM @ FM — FM.

We begin with the unitality diagrams. Consider that we wish to demonstrate that
Ao = urm(rm ® idpp). To do so, we make use of the diagram for Ag in def. (III)
2.1.9 which tells us that Ap = FA¢¢j, m(e ® idpy). However, as M was a monoid
in €, we must have that FA¢ = FupF(ym ® idy). Now, by naturality of ¢ we have

F(’?M X idM)¢1¢,M = (PM,M(FﬂM & idFM) and thus

A@ = F)\¢4)1€,M(8 X ldFM)

= FumF(nm ® idm) 1, m (€ ® idryr) (monoid in ¢)
= Fupmomm(Fym ®idry) (e ® idpm) (naturality of ¢)
= UFMMEM (definition)

The proof follows, mutatis mutandis, for pg.

To see that the associativity holds in ©, we must turn to the associativity diagram
for ¢ in def. (III) 2.1.9. Should we paste the image of the associativity diagram for M
in ¢ to the bottom of that diagram, we find a large commuting diagram allowing two
distinct avenues of traversal. In the first case we find

FumF (um @ idpt) pamem,m(Pav,m @ idra)
=(FumPmm)(Fup @ idem) (Pmm @ idepm) (naturality of ¢)
=urm(pem ® ideym),

whereas the second gives

FumF(idy @pm)pmmem (idem @Ppm)an
=(Fupm¢pmm)(Fidy @Fpup) (idrpm @dparm)ao (naturality of ¢)
=urm(idrm @uem)ag.

As the large diagram commutes, these two are equal and therefore (FM, ppp, 1Epm) is
a monoid in ®.

Finally, if f : M — N is a morphism of monoids (M, upm, pm) and (N, un, 11N)
in ¢, then we seek to show that Ff is a morphism of monoids in ©. Consider that
Ffnem = FfFypme = F(fym)e = Fyne = ey and that

Ffurm = FfFumemm = F(fpum)Pmm

=F(un(f @ f))pmm (monoid morphism in €)
= FunF(f ® f)¢pmm = Fundnn(Ff ® Ef) (naturality of ¢)
= uen(Ef @ Ff),
thereby completing the proof. [

Cor. (III) 2.4.6. A lax monoidal functor F : € — ® induces a functor Mon ¢ — Mon ®.
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Prop. (II) 2.4.7. In a cocartesian monoidal category, every object admits a unique commuta-
tive monoid structure, and morphisms between objects are morphisms of the induced monoids.

Proof. Let € be have all finite coproducts, fix M € Obj¢ and consider M + M in the
monoidal category (€, +,0). We obviously have morphisms V : M+ M — M (known
as the codiagonal) and 0y : 0 — M and so only need to show that the diagrams in
def. (IIT) 2.4.1 commute.

We address first the comparatively short matter of unitality. As is likely evident,
that the requisite diagrams commute is due to a simple universal property argument.
In particular, to see that V[idys, 0p] = pum consider the following commutative dia-
gram.

M—M+0+—0

|7 fnar |
M- M+M«M

Y

M

The above argument applies, mutatis mutandis, to A. The matter of associativity is
more nuanced, but is still simply a universal property argument. In particular, we
wish to show that V[idy;, V]a = [V,idy|V. Drawing out the appropriate diagram
for the right-hand side, we find that it is characterised by the following universal
property in the commutative diagram below.

M+M— M+M)+M——M
vl [VMMJ\\
M—>M+Me’:

M
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Thus we must verify that f = V[idy;, V]a has fip = idpyr and fiprem = V to show
the required equality. To see that it does, we draw the diagram giving «, connected
appropriately to those for [idy;, V] and V, below. The result follows by noting that

fivg = Viy =idy (I‘ight edge) and V[idM, v](le+M = V[idM, V]u = Vidpy.

M+M— M+M)+M+—M
| L

M+ M +M

/ ~.
M M—I— M+M \Y%
H ldM—l-V‘

\M

Then, that the monoid is commutative is trivial by universal properties again as we
know that the symmetry p: M+ M — M + M satisfies By = 1p1 and so VBipy = iy
gives us VB = V by universal property.

To see that the monoid is unique, suppose u : M+ M — M was another arrow
such that (M, ,0p;) formed a monoid (0p is obviously unique). As such, it must
be the case that Ay = u[0p,idp]. However, Appipr = idpy and so u[Op, idp]im =
pmiym = idpy. Thus, by the universal property of V, y = V.

Finally, suppose f : M — N was an arrow in the category. It is a trivial matter
to see that f0p = Oy and so we must only check that fV = V[f, f]. Once more we
apply a standard universal property argument.

M- M+M<+M

N

Using the above commuting diagram, we see that we have two potential candidates
for u, viz., fV and V[f, f|. By construction, fViy; = f and it is a simple matter to
verify that V[f, fliy = f, thus f is a morphism of monoids. |

Cor. (II) 2.4.8. If € is a cocartesian monoidal category, then € = Mon €.



3. Enriched categories

A recurring theme in the theory of categories is that meaningful results and informa-
tion can be obtained not by studying the constituents of any given object, but rather
by studying the interdependence that the object has with other, related objects. That
is, in a category it is the arrows that are in some sense more important than the ‘el-
ements’ of a given object, should such a notion even exist. Given this, it is curious
then that the collection of morphisms between two objects be defined to comprise
individual elements — it has, in a way, a privileged position. Moreover, it seems at
odds with the rampant generalisation present elsewhere that we should be forced to
deal with categories whose collections of morphisms are confined to form sets (or
classes) and not other interesting structures — groups, topological spaces, and even
categories themselves! To remedy these shortcomings, we introduce the notion of
enriched categories.

3.1. Basic notions

Def. (I1D) 3.1.1. Let (Y, ®, I, a, A, p) be a monoidal category, a U-enriched category or
U-category, ¢ is a collection of objects Obj ¢ such that

1. for each ordered pair of objects (A, B) € Obj€ x Obj¢ there is an associated
object €(A, B) € Obj B, called the morphism object from A to B

2. for each ordered triple (A, B,C) € Obj&*? there is a morphism o4 g c € Mor U
with o4 5c: €(B,C) ® €(A,B) — €(A,C), called the composition morphism

3. for each object A € Obj¢€ there is a morphism j4 : [ — €(A, A), called the
identity element

where the following diagrams must commute for all A,B,C,D € Obj¢, expressing
the associativity of composition and that composition is unital, respectively.

X¢(C,D),e(B,C),E(A,B)

(¢(C,D) ® €(B,C)) ® €(A, B) ¢(C,D) ® (¢(B,C) ® €(A, B))
op,c,D ® idQ(A,B)‘ ‘ide(c,p) ®04,B,C
¢(B,D) ® €(A, B) m ¢(A,D) W ¢(C,D)®¢€(A,CQC)

A B B ©A,A,B

<—€AB R C(AA)

]B®1d¢ABT / \ }dgAB ®ja
¢(AB A,B

I®C(A C(AB)®I
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Perhaps the simplest, non-trivial example of a U-category is that of an enriched
singleton set.

Example (III) 3.1.2

Let Obj € = {x}, and consider € as a U-category. As such, €(x,*x) = M € ObjV
is a single distinguished object with j: I -+ M and o : M® M — M, where the
appropriate diagrams commute. Careful inspection reveals these diagrams to be
precisely those present in def. (IIl) 2.4.1 and so an enriched singleton is precisely
a monoid object in the underlying monoidal category.

To demonstrate that enriched categories are indeed a generalisation of standard
categories, we note the following two cases of interest.

Example (III) 3.1.3

If we take U to be the cartesian monoidal category SET, then a ®U-category can be
seen simply as a locally small category. If we are more daring and set U to be the
cartesian monoidal category CAT of small categories, then we recover a 2-category.

Example (III) 3.1.4

Finally, with an eye to closed categories, we note that if U is a right closed
monoidal category then it is canonically enriched over itself, with U (A, B) defined
to be [A,B], ja = [id4] and o as before. That the relevant diagrams commute has
already been shown in prop. (III) 2.3.7. Thus, SET, AB, CAT are all enriched over
themselves.

Def. (III) 3.1.5. A functor between U-categories F : € — ©, a U-functor, is given by
a set map F : Obj € — Obj D together a morphism Fyp : €(A, B) — ©(FA,FB) in U
for each A, B € Obj ¢, such that the following diagrams commute.

OA,B,C
¢(B,C) ® ¢(A, B) ¢(A,C)

Fpc ®Fap Fac

D(FB,FC) @ D(FA, FB) ————— D(FA, FC)
FA,FB,FC

/\

—>© FA,FA)

The above diagrams simply serve to indicate that a *U-category functor must re-
spect identity and composition, as we would have it in the standard case. Of course,
setting 0 = SET, we recover the standard definition of a functor.
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Now that we have functors between U-categories, we may be tempted to contrive
the definition of natural transformations between such categories. In the case of
U=SET, we understand a natural transform 5 : F — G between functors F,G: € = ®
to be a collection of arrows 14 : FA — GA for each object A € Obj¢. However,
in the enriched context we cannot directly speak of individual arrows. As such, we
employ the ‘trick” of instead giving an arrow 74 : I — ©(FA, GA) and specifying its
properties so that it serves as though it were ‘choosing’ the correct morphism, were
a map.

Def. (III) 3.1.6. Given two U-category functors F,G : € = D, a U-natural transform
7 : F — G is given by a family of arrows 74 : I — ©(FA, GA) indexed by Obj € such
the the following diagram commutes, for all A, B € Obj €.

-1 -1
Ac(an) Pe(a,B)
I® €(A B) «—— €(A,B) ———— €(A,B)®1

B ® FA,B[ lGA,B XA

D(FB,GB) ® ©(FA, FB) D(GA,GB) ® D(FA,GA)

OFAM Aq GB

D(FA, GB)

If 20 = SET, then we recover the standard definition of a natural transform, viz.,
that it must commute with functorial images of arrows. To see this, recall that in SeT,
I = {*}, and so to give 74 is to give a single arrow FA — GA. Then, if we trace out
the commutative diagram, beginning with an f € €(A, B), we find the requirement
npEFf = Gfna — precisely the familiar naturality square.

There is much that can be said for the theory of enriched categories — for example,
we may attempt to recast all of the results of the standard theory in the enriched
setting. By and large, this has been done (enriched adjunctions, limits, Yoneda, etc.)
and the results have had a profound influence on the direction of the theory and
formulation of the “higher category” theory. For lack of time and direct applicability
to later sections, the author regrets that such directions have not been included in this
work.

In what follows, we will examine some select examples of enrichment which will
play a central role in later chapters.
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3.2. Semi-additive categories

Now that the defining facets of enriched categories have been made clear, we turn our
attention to a particular case of enrichment, viz., categories enriched over (SET., A)
where A is the smash product of spaces?.

Should we work carefully through the diagrams in def. (III) 3.1.1, we see that a
category enriched over Ser, has a distinguished element in each morphism object,
and that composition takes distinguished elements to distinguished elements. Due to
our algebraic inclinations, we say that such distinguished morphisms are called zero
morphisms, and abstracting, we reach the following definition.

Def. (ITI) 3.2.1. A category has zero morphisms if (VA,B € Obj€)3045 € €(A, B)
such that the following diagram commutes for all A,B,C € Obj¢€ and all f: A — B
and g¢: B — C.

OaB

oo o—

| /|

That is, there is a system of morphisms which are biconstant in a compatible way.
Prop. (ITI) 3.2.2. Zero morphism systems are unique if they exist.

Proof. Let 0 and 0’ be two systems of zero morphisms over a category. Consider that
for all objects A, B, C we must have 04,c = 03 04,58 = 0/ . |

It may be observed that every category with zero morphisms can be seen as en-
riched over (SET., A), including specifically SET,. Although such an enrichment is a
structural property, we may reach it through an entirely different avenue.

Def. (III) 3.2.3. The zero object of a category, should it exist, is an object that is both
initial and terminal.

Prop. (III) 3.2.4. A category with a zero object has zero morphisms.

Proof. The proof is trivial as every arrow factors through the zero object, and universal
properties necessitate the rest. u

Thus, the presence of a particular object in a category can determine a structural
property. Moreover, we have a partial converse in the presence of specific morphisms.

Prop. (ITI) 3.2.5. In a category with zero morphisms, the following are equivalent:
1. There is a zero object
2. There is a terminal object

3. There is an initial object.

2Recall that smash product is defined as (A, a0) A (B, by) = A x B/ ~ where (a,by) ~ (ag,b).
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Proof. 1t is clear that (1) implies (2) and (3). We show only that (2) implies (1), the
other implication follows by dualisation.

Let 1 be the terminal object. That for every object C in the category there exists a
morphism 1 — C is clear by the existence of zero morphisms. We need only show
that 01 ¢ is unique. To that end, let f : 1 — C be an arrow in the category. Recall that
€(1,1) = {id; } and so f = fid; = f0;1 = 01,c, thus 1 is initial. |

In order to drive home the point that there is no full converse to prop. (III) 3.2.4,

Non-example (III) 3.2.6

Consider a ring as a monoid under multiplication and view it as a one-object
category. This category has a zero morphism, but no initial or terminal objects.

Remark (II) 3.2.7. In homage to its enriched heritage, we say that a category enriched
over SET, which has a zero object is a pointed category.

A remarkable property of categories with zero morphisms (and so of pointed cat-
egories) is the existence of a very special morphism from the coproduct of a collection
of objects, to the product of that same collection, when both exist. In order to enable
effective discussion of this, we make the following small definition.

Def. (III) 3.2.8.In a category with zero morphisms, for any pair of objects A, B,
define 64 4 = id4 and 64 p = 04 5 when A # B. When a collection of objects (C;);c;
is considered, we write J;; for 5C].,Ck.

Prop. (III) 3.2.9. In a category with zero morphisms, if the collection of objects (C;)icy has
both a product and a coproduct, then there exists a unique morphism o« : [ [ C; — [1C; such
that ot = O k.

Proof. For each k € I we have a unique arrow [(di)icr] : [IC; — Ck such that
[(0ik)ier]ltj = Oj. With these arrows we define & = (([(Jjj)ier])jer) : LICi — TICi
to be the unique arrow with projections mya = [(djx)ics]- Uniqueness follows easily
by universal property. L

The observant reader will here notice

Cor. (II) 3.2.10. In a category with zero morphisms, if the collection of objects (C;)icy has
both a product and a coproduct, then

<([(5ij)iel])j€1> = [(<(5ij)jel>)iel} J1IG—TIG

Later we shall see a sense in which this statement is obviously true, but for the
time being we allow the further exploration of the properties (desired and inherent)
of a to guide us onward.

A first inroad into the properties of # may be that of asking how it ‘transforms’
as the underlying components of the (co)product change under morphisms. More
directly, we may wish to know whether, for binary (co)products, a is natural.
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Prop. (III) 3.2.11. In a category with zero morphisms, if all pairs of objects admit a product
and a coproduct, then app : A+ B — A X B as defined in prop. (IlI) 3.2.9 is a natural
transformation between the bifunctors x, 4+ : € x € =2 €,

Proof. We prove only naturality in the second argument explicitly here, as naturality
in the first is entirely similar. Then, a natural transform that is independently natural
in both arguments is binatural and the proof is completed.

To this end, fix objects A, B and arrow f : B — B’ in the category, we desire that
the following diagram commute.

XA B
A+ B AXB
LA, tp f] ‘ ‘ (ida, f)
A4+B —  Ax B
(XA,B’

Given that we have ¢ = [644,0p4] : A+B — Aand h=[4p,f] : A+ B — B’ we
must have a unique arrow u : A+ B — A x B’ such that mqu = ¢ and nigu = h.
However, we have two potential candidates, viz., (ida, f) a4 p and a4 p[1a, 15 f]. To
ensure that they are both candidates, we must check that they satisfy the above-
mentioned identities. This is immediate in all cases, but to elucidate matters, we
expand NAD(A,B/[LA, lB/f], TA <idA,f> XA B and 7TB <idA,f> XA B-

For the first, by prop. (IIl) 3.2.9 we have a4 pr(ta, tp f] = [04,4, 05 allLa, 1 f] but
the right-hand side is equal to [d4 4,0p 4] = g as the diagram below left commutes
(the canonical inclusion maps are unlabelled, and note that dg/ 4 f = dp 4).

A—A+B+—— B

A——A+B+—— B

\ i[lA/lB'f] lf

1 |
i |
v

I

[6aa, 084l A+ B +—— B

\

\
\

BN

/\ 3 [04,4,08 Al > OA,B
\\4 + \

Ae—B

0a,A Op A

A

That f[04p,088] = [0ap,f] = h follows from the above-right commuting diagram

and so gives us 7t <idA,f> XA B = TiB <[5A,A/5B,A]/f[5A,B/(5B,B]> = f[éA,B/(SB,B] =h It
is a comparatively simple matter to see that

A (ida, f)aap = ma{[0a4,0B4), flOaB,0BB]) =[0a 4,084l =8

That the final identity, 7rga 4 pr[t4, tp' f] = h, holds can be seen from a universal prop-
erty argument entirely similar to the one given in the above-left diagram. u
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We can, of course, require even more of our special morphism.

Def. (III) 3.2.12. In a category with zero morphisms, if the unique arrow given in
prop. (IIl) 3.2.9, « : [[C; — TIC;, is an ismorphism then we say that (C;);c; admit a
biproduct, and write @ C; for its product and coproduct.

Remark (IIT) 3.2.13. There is a subtlety here which bears expanding. If a is indeed
an isomorphism, then we understand []C; = []C;, but only []C; is equipped with
projections 71; and only []C; is equipped with inclusions (. To this end, when we
write (@ C;, 71;, 1;) we understand there to be some slight of hand, as it is not the case
that the domain of 7; is equal to the codomain of (; — somewhere, we must account
for a. It is a simple matter to see that if we define 71; : @ C; — C; as 7; of []C; and
1i : C; = @ C; as ai; where the (; are from [ ] C; then we have 7;1; = §;;. Importantly, if
we were to define matters the other way around, the equality would still hold. Thus,
in some sense, which of [JC; and []C; we set to be equal to @ C; does not change
the relationship that the inclusions and projections of the biproduct have.

Def. (III) 3.2.14. In a category with zero morphisms, if all finite collections of objects
admit biproducts then the category is called semi-additive.

Example (III) 3.2.15

It is easy to see that finite products and coproducts of commutative groups (and
monoids) coincide, and that A and CMonN both have zero morphisms and have
all finite biproducts.

Remark (IIT) 3.2.16. The reason here that we choose to require the existence of only
finite (as opposed to arbitrary) biproducts is so that we restrict ourselves to a rea-
sonable generalisation of ‘algebraic’ categories (examples above). In particular, semi-
additive categories will later lead to additive categories and later still will inspire
abelian categories whose very design, in so far as we are concerned, is inspired by
the desire to support homological theories in a unified manner.

In particular then, all semi-additive categories are pointed. We know that we
may also restate the above as the category admitting binary biproducts and having
an initial (equivalently terminal) object. With these two definitions, we are ready to
prove yet another interesting case of the presence of particular objects providing a
global structure.

Prop. (III) 3.2.17. Every semi-additive category is canonically enriched over CMON, the
category of commutative algebraic monoids with the canonical cartesian monoidal structure.

Proof (Sketch). In order to prove this, we need to demonstrate that every set of mor-
phisms admits an algebraic commutative monoid structure which is preserved by
composition.

To begin then, recall the results of prop. (Ill) 2.4.7 and its dual statement. Then, let
¢ be semi-additive and fix two objects in the category, A and B, and consider €(A, B).
We wish to define addition, so take f,g € €(A, B) and define f + g € €(A, B) to be
the composite

A fog \V4
A— APA—BDHB— B
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The commutativity of addition immediately follows from the commutativity of either
the comonoid structure on A or monoid structure on B. The associativity is a trivial
consequence of the fact that the monoidal structures in question have an associator,
coupled with a standard universal property argument. That addition respects 04 p is
again the result of a universal property argument involving A and p.

Finally, we must show that composition is a monoid homomorphism from the
biproduct. We already know that it preserves 04 g by definition, so we must only
check that (f +g)h = fh+ fg and h(f + g) = hf + hg, but again these follow from
universal property arguments based on V and A respectively. The curious reader is
encouraged to explore the diagrams, but we will not belabour the proof here. u

Remark (IIT) 3.2.18. There is one lamentable aspect of this otherwise glorious result.
Due to the cartesian monoidal structure of CMoN, in a category simply enriched
over CMoN (and not semi-additive) composition is not required to be bilinear (over
IN) in the sense that we do not automatically inherit zero morphisms from such an
enrichment. This will not be a problem with AB later, but adds an extra factor to
consider here.

Now that we have established addition of morphisms canonically, we will attempt
to add a variety of morphisms — especially those relating to biproducts.

Prop. (II) 3.2.19. In a semi-additive category, if the finite collection C; admits a biproduct
C= @ Ci, then le‘TCi = idc.

Proof. The proof is a straightforward universal property argument. u

Before we proceed with a generalisation of the above argument, we consider here
the nature of the commutative monoids themselves.

Prop. (ITI) 3.2.20. In the canonical enrichment of a semi-additive category over CMON, the
morphism monoids are cancellative.

Proof. In such a category ¢ we wish to show thata+b =a+c = b = c for all
a,b,c € €(A,B) for any objects A,B € Obj¢. To do so, we recall that we defined
a+b=V(a®b)A and leverage universal properties to our advantage.

Observe that A = 1y + 11 by universal property of biproduct and 7j;; = ¢;; by
biproduct property. Thus, A(7mg + 711) = 1970 + 11711 + L0711 + 11779 = id 40 by the
biproduct property and prop. (Ill) 3.2.19. Ergo by precomposition with 7 + 71,
that V(a & b)A = V(a @ c)A implies V(a @ b) = V(a® c). A universal property
argument shows that V(a @ c)i; = cand so that V(a® b) = V(a @ ¢) implies b = ¢
by precomposition with ;. u

Now we return to the context of prop. (II) 3.2.19 and show a small, perhaps triv-
ial, but nevertheless consequential generalisation that states that an arrow between
biproducts is completely determined by its actions on components.

Prop. (ITD) 3.2.21. In a semi-additive category, a morphism f : @1 A; — @' B; is uniquely
determined by the nm-many morphisms f'; = 7t; f1;, where (B7 A;, 7t',1') and (7' Bj, , 1)
are finite biproducts.
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Proof. This is a consequence of universal properties — specifying the collection 7;f
determines f uniquely into @ B; from its projection onto each B;. Then, specifying
f'j = mify; for fixed i and determines 77;f uniquely from @ A; from 7;fi;on A;. W

This result suggests of itself something with which we are very familiar. Indeed,
the notation was chosen so as to all but prove the following.

Prop. (III) 3.2.22. In a semi-additive category, let A = @ A;, B= € B;, and C = ¢ C; be
finite biproducts with arrows f,§ : A = Band h : B — C. Then (hf)'; = L hlkfk]- and

g+ =g +f

Proof. Let (A, t",/"), (B, ',1"), (C, 7, 1) be the finite biproducts in question. To see the
first result, consider that

;hik ff = ;ng'm;{n;( fi;=m/'h (; L;n;{> fij = nmi'hidp fi; = (hf)',

where the penultimate equality is due to prop. (III) 3.2.19, and the antepenultimate
one is due to prop. (II) 3.2.17. The second result is universal property argument
coupled with the distributivity of composition. u

We have suddenly arrived at something that the reader is reasonably expected to
tind surprising, should he not have encountered it before. Semi-additive categories
lend to their morphisms a calculus of matrices! That is, props. (III) 3.2.21 and (III)
3.2.22 combine to allow us to specify morphisms involving finite biproducts as matri-
ces, where we have extended the notation in the obvious manner as indicated below
on the left- and right- most arrows, and where composites correspond to matrix prod-
ucts and parallel sums to matrix sums.

< : )
i

(gll glrn)

(fre fu) g g,

A—"@"B : ®"C;

With this new understanding we return to cor. (III) 3.2.10 and observe that it is simply
the statement that specifying the contents of a matrix in row-major or column-major
order does not change the matrix en masse. Moreover, by omitting a few subscripts,
we can recast prop. (III) 3.2.17 in matrix terms to discover that it essentially showed

the ‘obvious’ statement f + ¢ = (11) <f 0> (1). Further still, prop. (III) 3.2.19 is the

03¢
general version of the statement that (§9) + (39) = ({9).

This is, of course, extremely exciting and interesting and the topic would appear
to be exploding with questions, the most obvious of which is perhaps: “FINVECTE has
biproducts, and FINVECTF is certainly enriched over CMoN — do we recover standard
matrix linear algebra in this fashion?” and “is there a reasonable generalisation of
conjugate transpose?”The answer in both cases is, astoundingly, yes! Regrettably,
however, we shall not explore such avenues as they would lead us far astray.
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We have seen then, how requiring the existence of all finite biproducts gives us,
chiefly, a canonical enrichment over CMonN. Conversely, if we begin with an enrich-
ment over CMoN, we may define biproducts as follows.

Def. (III) 3.2.23. The biproduct of objects Ag, A is an object B equipped with mor-
phisms 7t; : B — A; and (; : A; — B such that Tl = 51']' and Y ;;71; = id3.

This definition is entirely compatible with our earlier definition when the two are
applicable, such as in the case of the canonical enrichment of semi-additive categories.
Thus, it is no surprise that

Prop. (III) 3.2.24. In a CMoN-enriched category with zero morphisms, the existence of the
following are equivalent:

1. All finite products 2. All finite coproducts 3. All finite biproducts

Proof. We begin with (3) implying (1) and (2). The nullary case is obviously true,
and we will show only that (3) implies (1), as the the other result is achieved by
dualisation. Thus, assume that the biproduct B of the finite collection (A;);c; exists.
Given maps f; : C — A; we may form u =) _;f; as an arrow u : C — B with mju = f;.
To see that u is unique, suppose there was an arrow v : C — B with ;v = f;, then
v=idgv = (Lum)v = (Lufi) = u

Next we show that (1) implies (3), the other result follows by duality. Moreover,
our proof will be for the two object case, as this implies the finite case as we have
already the nullary case (prop. (IIl) 3.2.5).

Fix objects A and B in the category, and consider that we have two canonical
endomorphisms of A x B, viz., (64 4,0p,4)7a and (0p 4,0p,8)7Tp. As such, we may
form the sum o = (04 4,05,4)7Ta + (0B a,0p,8)Tp and observe that myo = 74 and
rtgo = 7tp allowing us to conclude that o = id 4« p — this will be crucial.

Now suppose that we have an object D with morphisms f : A — Dand g: B — D.
We wish to find a unique morphism u such that the following diagram commutes,
making A x B isomorphic to A + B

(0AA,048B) (0B,4,0B,B)
A———AXB+— B

u
f v g
D

There certainly exists a u with the required properties, u = frr4 + gmp. For unique-
ness, suppose there was a v : A x B — D and consider that vo = uc by the required
properties of v, but ¢ = idsxp so v = u. u

As a last result for this section, not only is the above-define biproduct thus iden-
tical, but it even supports the same addition of morphisms.

Prop. (III) 3.2.25. In a CMoN-enriched category with biproducts, the sum of the parallel
arrows f,g: A = B admits the identity f + ¢ = Vp(f @ g)Aa.

Proof. Observe that A4 = 19+ 11 by universal property so that Vg(f @ g)As = Vp(f &
&)+ 1) =Vp(f O+ Ve(f®gh = Vpif +Veng = f +g. u
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3.3. Kernels and co.

Continuing in the algebraic vein ushered in by the previous section, we introduce
some important generalisations of essentially algebraic notions so as to provide a
uniform means to discuss later concepts.

Def. (III) 3.3.1. Given A € Obj¢ and M C Mono ¢ a class of monomorphisms, an
M-subobject is an isomorphism class of M-monomorphisms m : B — A. That is,
two M-monomorphisms m : B — A and m’ : B® — A are equivalent iff there exists
an isomorphism k : B — B’ such that m = m'k. If M = Mono € then we say that
m : B — A is a subobject.

Surprise (ITI) 3.3.2

In SET, a subobject B of a set A is the class of all injections m : B’ — A such that
|B'| = |B|, and so not any subset in particular. Indeed, it is certainly possible for
B'N A = ¢ in general. Moreover, in Tor we see that while subspaces are certainly
subobjects, so is the space itself with any finer topology. Thus, subobjects do
not necessarily capture the correct notion of containment that we desire when we
speak of subsets, subspaces and so on. As such, we will confine future discussion
to regular subojects, where M = RegMono €.

Def. (III) 3.3.3. Given A € Obj¢ and a class of epimorphisms E C Epi¢, an E-
quotient object is an isomorphism class of epimorphisms ¢ : A — B. That is, two
E-epimorphisms ¢ : A — B and ¢/ : A — B’ are equivalent iff there exists an isomor-
phism k : B — B’ such that e = ke'.

Surprise (III) 3.3.4

In Mon, we find that the inclusion map IN = Zis actually an epimorphism
(though not a surjection of sets) and so Z is a quotient object of IN. Again then,
there is a problem with simply taking all morphisms, and so we restrict attention
to regular quotient objects.

With sub- and quotient- objects defined, we are tempted to generalise the standard
algebraic examples of such objects.

Def. (III) 3.3.5. In a category with zero morphisms, we define the kernel of a map
f : A — B to be the equaliser of f and 045, ker f = eq(f,0), when it exists. Dually,
the cokernel is given by coker f = coeq(f,04p)-

Like all equalisers, the kernel is a regular monomorphism and so bears interpreta-
tion as a regular subobject. Dually, cokernels are regular quotient objects. Moreover,
as with all limits, the object itself is only unique up to isomorphism, but should we
include the appropriate morphism, then the collection is unique up to unique iso-
morphism. Partly motivated by this, and partly by the ever-present weight of brevity,
we use ker f to refer to both the object and the morphism k : ker f — dom f wherever
context would disambiguate such a choice.
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Non-example (III) 3.3.6

In RING, the category of unital rings, there are no categorical kernels as there can
be no zero morphisms.

Remark (IIT) 3.3.7. The usual subtlety about referring to limits is exacerbated in the
case of (co)kernels wherein we may wish to discuss objects such as ker coker f. In
general categories, there isn’t a canonical coker f from which to construct ker coker f.
As such, any proof we give for kercoker f and related notions is to be carefully
understood to hold for a presupposed and indeed arbitrary choice of coker f, but not
for all such objects at once. In particular, as long as f = ¢ with either a domain or
a codomain isomorphism, we see that ker f = ker ¢ and coker f = coker ¢ whenever
they exist.

Prop. (III) 3.3.8. In a category with zero object, for any monomorphism m : A — B,
(kerm, k : kerm — A) = (0,04).

Proof. For any arrow k : K — A such that mk = 04pk we must have mk = O4pk =
Oxp = mOg4 and so k = Ogn. By definition Oxa factors uniquely through the zero
object. [

Cor. (III) 3.3.9. If the category contains a zero object, then for all morphisms f : A — B
with kernel and g : C — D with cokernel, ker ker f = 0 and coker coker g = 0.

The reader may at this point be wondering about the reverse implication omitted
from prop. (III) 3.3.8. As it turns out, it is not true in a general category. Indeed, we
will need to first introduce the notion of abelian categories in order to satisfactorily
demonstrate a sufficient condition.

Finally, we exhibit properties that we may intuitively suspect hold, based perhaps
upon our experience with abelian groups.

Prop. (II) 3.3.10. If the category contains a zero object, then the kernel of Oy p : A — B is
isomorphic to A.

Proof. Observe that 04 pid4 = 04 5 and so we have a unique u : A — ker04 p with
ku = ids. Then a simple universal property argument shows that uk = idyero, , SO
that A = ker0y« p.

Prop. (III) 3.3.11. In a semi-additive category, if (A = Ay & A1, 1, 7t) is a biproduct, then
i Ekerm;, 7 = coker; (i # j)

Proof. Recall that the projections and inclusions satisfy 77;; = J;;. We will show only
that (A;, 7r;) is the coequaliser of (0; 4, ;) for i # j as the other proof is entirely similar.

First consider that we already have 77;;; = 0;; and so we must only show that 7;
is universal with respect to the coequaliser property. To that end, let f : A — B be
an arrow with f0; 4 = fi;. To see that there is a u : A; — B with urt; = f, recall that
(prop. (IIl) 3.2.19) f = }_ fi;71; but in this case, fi; = 0 so that f = fi;71; allowing us
to write u = fi;. That u is unique follows trivially from this, as if v : A; — B had
vt = f then v = vy = fi; = u. [ |
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Prop. (III) 3.3.12. For arbitrary arrow f, whenever the appropriate objects exist, the following
isomorphisms hold: ker coker ker f = ker f and coker ker coker f = coker f.

Proof. We show only the first as the second follows via dualisation. Let f : A — B
and suppose k : ker f — A and ¢ : A — cokerker f exist. Observe that fk = Oye rp =
fOker f4 and so f factors as f = cu for unique u : cokerker f — B. Now consider the
following diagram

¢ u
kerf — A ——% cokerkerf ——— B

|
: k/

K/

If ck’ = 04 cokerker fk’ then fk' = uck’ = 10 cokerker fK' = 04pk’ and so we have a
unique v : ker f — K’ for which kv = k/, and thus ker coker ker f = ker f. [ |

Cor. (IID) 3.3.13. If every arrow has a kernel and cokernel, then f : A — B is a kernel iff.
f = ker coker f.
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3.4. Abelian categories

Now that we have seen how enrichment of CMoN is variously equivalent to the
presence of specific attributes of the category, and in particular how it lends itself
to the powerful notion of a biproduct, we may be tempted to exchange CMon for a
category with slightly more structure and reexamine the theory.

The theory of such structured categories is both rich and deep, but the direction
of the document and brevity of the allocated time period for the completion of the
work have conspired to constrain discussions to topical matters. Ergo, what follows
is a brief outline of some surface results and elementary definitions in this direction,
the sum total of which will set the stage for discussions in the next section.

Def. (III) 3.4.1. An AB-enriched category is a category enriched over the symmet-
ric monoidal category AB of abelian groups, with the tensor product as that of Z-
modules.

In order to understand what such a category represents, we must carefully exam-
ine def. (III) 3.1.1 with the knowledge that morphism objects are now abelian groups.
In doing so, we see that that composition must be an abelian group homomorphism,
as it is an arrow in AB. As such, we have the curious property that composition must
be bilinear with respect to the Z-module structure of the groups and the associated
tensor product. In particular then, the category has zero morphisms and we are cured
of one of the ailments of CMoN enrichment.

Surprise (III) 3.4.2

We already know that enriching a singleton set yields a monoid object in the
underlying monoidal category. Thus, we may be led to ask, by way of considering
the simplest non-trivial AB-enriched category, what is a monoid object in AB?

A monoid object in AB is an abelian group G together with a multiplication
morphism ¢ : G® G — G and an identity morphism 1 : Z — G satisfying
the requisite relations of unitality and associativity. Moreover, the multiplication
morphism must be bilinear (it is an arrow in AB), and thus multiplication is dis-
tributive over addition. The careful reader will be quick to note that this means
that we have simply arrived at the definition of a ring!

For this reason, AB-enriched categories are sometimes referred to as ringoids as
they represent the ‘horizontal” categorical generalisation of rings.

Joke (III) 3.4.3. A ring is a ringoid with one object.

Remark (III) 3.4.4. Observe that Abelian groups are, in particular, commutative alge-
braic monoids and so every As-enriched category is also CMon-enriched. Thus, the
theory established in section 3.3.2 applies here.

Example (III) 3.4.5

AB is a closed symmetric monoidal category and so is enriched over itself, as the
canonical example of an As-enriched category.
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Remark (III) 3.4.6. Before we proceed to some results concerning As-enriched cate-
gories and their more structured brethren, we pause here to note that we already have
a understanding of what functors between AB-enriched categories should be. That
is, we need only examine def. (II) 3.1.5 to find that such functors are morphisms of
abelian groups which respect composition.

Prop. (III) 3.4.7. In an As-enriched category, for a pair of parallel arrows f,g : A = B, the
following conditions are equivalent and the corresponding objects are isomorphic when they
exist,

1. eq(f, g) exists
2. ker(f — g) exists

3. ker(g — f) exists

Proof. Given thateq(f, g) = eq(g, f) it suffices to show that (1) <= (2), for example.
To that end, assuming (1) where (E,¢) = eq(f,g) we posit an arrow h : C — A such
that (f — g)h = 045. However, (f — g)h = 045 <= fg = fh which gives a unique
arrow u : E — C by the equaliser property with e = uh. The reverse implication and
the rest of the proof proceed simply. u

Though this statement and its dual may be pleasing, simply enriching over As in-
stead of over CMoN does not bring us relevantly new, interesting results. The reader
may perhaps convince himself that this is not surprising as, for example, biproducts
only emerged from CMoN-enrichment in the presence of finite products and a zero
object. With this situation in mind, we introduce the following notion.

Def. (ITI) 3.4.8. An additive category is an AB-enriched category with all finite prod-
ucts.

Given the contents of prop. (Ill) 3.2.24 we see that we may equally well have
defined additive categories as Ap-enriched categories with all finite coproducts or
biproducts.

If for no other reason than semantic similarity, the reader may wonder what re-
lation additive categories have to semi-additive categories. Such a reader is to be
congratulated for his directed questions, for they lead us to consider

Prop. (I1I) 3.4.9. Any semi-additive category wherein the canonical enrichment over CMON
extends a commutative group structure to the sets €(A, B), is additive.

Proof. We already know that semi-additive categories all finite biproducts, and so all
we must demonstrate is that if the sets €(A, B) have additive structures, then we have
AB enrichment.

This is almost completely trivial, however, as we already know that composition
is distributive, associative, and unital in the proper ways (prop. (III) 3.2.17) and it is
easy to see that positing the existence of additive inverses does not change any of
this. Consequently, in order to prove the statement we really need only show that
composition is a Z-module morphism €(B,C) ®z €(A,B) — €(A,C).

Thus, we aim to prove that for composable arrows f : A — B, ¢ : B = C we
have (ng)f = g(nf) for n € Z, where negative values of n are understood to have
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the meaning ng = |n|(—g). To this end, consider that for n = 0 the statement
has already been proven (prop. (Ill) 3.2.17), and for positive n, (ng)f = (X" g)f =
Y'ef =g(X" f) = ngf by distributivity of composition, while the proof for negative
n follows, mutatis mutandis. [

Where before we had that the biproduct structure in semi-additive categories de-
termined a unique bimonoid structure for every object and so a canonical enrichment
over CMoN, in additive categories we have the following stronger and appropriately
more amazing result.

Prop. (III) 3.4.10. In an additive category, any two additive structures on the same morphism
set are necessarily isomorphic.

Proof. The proof proceeds through the following steps. We first show that for a given
biproduct A® A, § = 19— 13 = ker V4. That is, the difference of the inclusion
maps is determined by the limit and colimit structures of the category (biproducts
and equalisers), up to isomorphism. Then we show that every difference of parallel
arrows admits a unique decomposition in terms of 6. Thus, f — g is determined by
the very same structure. Finally, we note that f + ¢ = f — (0 — g) and so the entire
additive structure on the morphism sets is determined, up to isomorphism, by the
limit and colimit structures of the category.

To begin then, recall that for fixed A, the unique arrow V4 : AGA — Ais
determined by the universal property V41 = id4 and, by the biproduct property we
have V4 = 1y 4 711. Now, let 6 = 19 — 1; and observe that V40 = idg —ida = 04 4.
With this, we will show that (A,J) = ker V4.

5 Va
A—ADATZ A

A

B

We have already seen that V6 = 0, so suppose there was an arrow f : B — A
with V4 f = 0, thereby enforcing 77of 4 711 f = 0. We wish to show that there exists
a unique u : B — A such that the above diagram commutes. If we let u = mpf
then we have éu = imof — yymof. However, mpf = —7m1f by assumption so that
ou =Y uymf = f by prop. (Ill) 3.2.19. Further, suppose v : B — A had év = f. Then
1o = f + 1o and so oV = o f + 117, ergo v = o f = u.

Now for arbitrary parallel arrows f,g : A =% B, the biproduct structure on A
allows us to give a unique arrow [f, g] : A @ A — B satisfying the universal properties
[f,8lto = fand [f, g]i1 = g As such, it is simple to see that f — ¢ = [f, g]é and so the
difference of parallel arrows is determined by 4. u

Cor. (III) 3.4.11. Let € be an additive category, then by prop. (III) 3.2.17 € is canonically
enriched over CMoN. If all the morphism sets additionally are commutative groups, then the
additive structure is isomorphic to the original additive structure.

With an elementary understanding of additive categories achieved, we briefly
mention here functors between additive categories.
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Def. (ITI) 3.4.12. A functor between additive categories is termed additive when it is
an abelian group homomorphism on each morphism collection.

Happily, we have that additive functors automatically respect biproducts.

Prop. (III) 3.4.13. A functor between additive categories is additive iff. it preserves finite
biproducts.

Proof. Recall that a biproduct (def. (IIT) 3.2.23) was given determined entirely by its
projections, inclusions and the equations relating them. In particular, 7;;; = ¢;; and
Y1 = id. Given that each equation is preserved by an additive functor, so too are
biproducts.

Conversely, suppose F : € — ® preserves biproducts and consider parallel arrows
f,g : A = B. We will aim to show the middle equality in the following, thereby
proving the result using prop. (III) 3.2.25.

F(f+¢) =F(Vp(f®g)Aa) = Vip(Ff ® F§)Apa = Ff + Fg

We have isomorphisms « : F(A® A) - FA®FAand Bp: F(B&B) — FB&FB
which satisfy the properties rp & = Frrp,, (x_llFAo = Fup,, etc., by definition. In
particular then,

nrpy (Ff ® Fg) = Ffripa, = FfFma,a ' = Frip F(f @ g)a ™! = mpp, BF(f ® g)a !

and similarly for the other projection, 7tpp,. Thus, F(f & g) = B }(Ff & Fg)a by
universal property. Furthermore, 7tps,Apa = idpa = Frip FAy = mpa,aFA4 and so

by universal property, FAy = a~'Aps. Dually, FVp = VppB and the result follows.
|

Cor. (II) 3.4.14. A functor is additive iff. it preserves finite biproducts iff. it preserves finite
products iff. it preserves finite coproducts.

Proof. We already have that a functor is additive iff. it preserves finite biproducts and
so it remains to be shown that preserving finite biproducts is equivalent to preserving
finite products (and by duality, finite coproducts). However, due to prop. (IIl) 3.2.24,
this follows trivially. u

Now that we are satisfied with some of the basic matter concerning semi-additive
and additive categories, it is time to introduce yet more structure.
Def. (III) 3.4.15. An additive category is said to be pre-abelian if every arrow has a
kernel and cokernel.
Non-example (III) 3.4.16

The category of free abelian groups is not pre-abelian as there are no cokernels in
general.

We are quick to note that pre-abelian categories are, in particular, finitely complete
and cocomplete (as they have all (co)equalisers via prop. (III) 3.4.7 and (co)products
by definition) and may have, in fact, been equivalently defined as As-enriched cate-
gories which are finitely complete and cocomplete.
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Prop. (III) 3.4.17. In a pre-abelian category,

1. Every arrow admits a canonical factorisation as f = (ker coker f) f (coker ker f)

2. If f = mw where m is a kernel, then there is a unique monomorphism x such that the
below-left diagram commutes. Dually, if f = we where e is a cokernel then there is a
unique epimorphism x such that the below-right diagram commutes

f(cokerker f) coker ker f
. 4>. . . *> .
X /// /;‘ T
wJ o Jkercokerf e J x J(kercokerf)f
. H . . H .
m w

Proof. First we write f = (ker coker f)u through the universal property of ker coker f,

ker coker f ———— B 3 coker f

u

| f
A

Note that f(ker f) = 0, but f = (ker coker f)u with ker coker f monic so u(ker f) = 0
and we may factor u = f coker ker f by the coequaliser property.

For (2), suppose that f = mv where m = ker ¢ for some arrows v : A — kerg,
m :ker¢g — B, and ¢ : B — C and consider the below diagram.

u
A — kercoker f

| NI,

ker g B C

m e

c

o w
coker f

By assumption the top square commutes and we have gm = 0. As such, gf = gmv =
0 and so by the cokernel property of c = coker f we have a unique w : coker f — C for
which ¢ = wc. Observe then that gk = wck = w0 = 0 as k = ker c and so by the kernel
property of m = ker ¢ we must have a unique x : ker coker f — ker g with k = mx
(which is easily seen to make x a monomorphism). Furthermore, mv = f = ku = mxu
and as m is a monomorphism by assumption we have v = xu. Dualisation of this
argument completes the proof. u
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Regrettably, f is not monic or epic in general pre-abelian categories. In the same
way that examining the restriction that the canonical morphism from coproducts to
products be an isomorphism led to categories with interesting structure, we desire

conditions for f to be an isomorphism.

Prop. (IID) 3.4.18. In a pre-abelian category, if every monomorphism is a kernel and every
epimorphism is a cokernel, then for every arrow f, then canonical arrow f : cokerker f —
ker coker f is an isomorphism.

Before we prove this, we first give a minor technical result.

Lem. (III) 3.4.19. In a pre-abelian category, if every monomorphism is a kernel and every
epimorphism is a cokernel then any morphism which is monic and epic is an isomorphism.

Proof. Assume f is monic and epic. As f is monic, f = kerg for some arrow g.
However, gf = 0 gives ¢ = 0 as f is an epimorphism. Thus, by prop. (III) 3.3.10,
f =kerg =id. H
Proof (prop. (IIT) 3.4.18). We show that f is both epic and monic, and consequently an
isomorphism given the assumptions.

Let u = f cokerker f and consider a pair of parallel arrows a,b : ker coker f = C
such that au = bu and take their equaliser, as in the following diagram.

e a
— kercoker f X C
b
v

E
A

Recall that f = ku = kev and so m = ke is a monomorphism which has f = mv. By
assumption, m is a kernel and so we may apply prop. (IlI) 3.4.17 to find a unique
monomorphism x with k = mx = kex. Thus ex = id and so ae = be = a = b, and
from u = f coker ker f being epic it easily follows that f is too. Similarly, we perform
the dual of the above proof to v = (ker coker f)f to find that v is a monomorphism
and so f is both monic and epic. Thus, f is an isomorphism (lem. (III) 3.4.19). |

The observant reader will note that in a rather elementary manner, the above
conditions are also necessary.

Prop. (IID) 3.4.20. In a pre-abelian category, every monomorphism is a kernel and every epi-
morphism is a cokernel iff. for every arrow the canonical arrow f : coker ker f — ker coker f
is an isomorphism.

Proof. We have already shown the ‘only if” part. Assume that m is a monomorphism
and write m = (ker coker m)mi(coker ker m) by prop. (IIl) 3.4.17, for m an isomor-
phism. By prop. (IIl) 3.3.8, kerm = 0 and so cokerkerm = coker0 = id (prop. (III)
3.3.10), making m = ker(coker m) and thus a kernel. By dualisation, e = coker(kere)
for e an epimorphism. |
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Cor. (ITI) 3.4.21. In a pre-abelian category, where every monomorphism is a kernel and every
epimorphism is a cokernel, ker f = 0 <= f is a monomorphism.
Proof. The “only if” is given by prop. (III) 3.3.10 and the ‘if” by the above proof. u

With the sufficiency and necessity of the condition achieved, we may question
the extent to which such a factorisation is unique. In order to answer this, we must
transition to a setting where such a factorisation always exists.

Def. (III) 3.4.22. A pre-abelian category wherein every monomorphism is a kernel
and every epimorphism is a cokernel is said to be abelian.

It is no accident of naming that we have chosen the adjective abelian. Indeed,
Example (III) 3.4.23

AB is an abelian category. It is AB-enriched, it supports finite biproducts in the
usual manner, every arrow has a kernel and cokernel (again in the usual manner),
and every monomorphism is a kernel (G —+ H = H/ im) and every epimorphism
is a cokernel.

Returning to the matter of factorisation — as it happens, not only is the canonical

factorisation unique in abelian categories, but there is a far more general result which
implies it.
Prop. (III) 3.4.24. In an abelian category, for every commutative square of arrows bf = f'a
(below left), if we write f = me for m = (ker coker f) f and e = cokerker f and f' = m'e’
for m' monic and e’ epic, then there exists a unique u such that the diagram below right
commuites

e m

A— B A —— cokerkerf ———— B

HJ Jb al iu Jb
/ / .

A?B A’ J i B’

Proof. Let k = ker f so that ek = 0. Consequently, mek = 0 and fk = 0 and bfk = 0
and f'ak = m’e’a = 0 so that ¢’a = 0. As such, ¢’a factors uniquely through coker ker f
as ue = ¢'a. Finally, m'ue = f'a = bf = bme implies that m'u = bm. |

Cor. (ITI) 3.4.25. In an abelian category, a mono-epi factorisation of an arrow f = me is
unique up to isomorphism.

Proof. Write f = me = m'e’ and apply prop. (III) 3.4.24 to the degenerate square to
find a unique u with ¢/ = ue and m = m’u making u both epic and monic and so an
isomorphism (lem. (III) 3.4.19). |

Def. (III) 3.4.26. In an abelian category, if we write f = (ker coker f) f (coker ker f)
then we say that im f = ker coker f and coim = coker ker f.

Remark (III) 3.4.277. This definition is well chosen indeed. First, we have that imm = m
for monomorphism m and the dual result. To see this, combine the fact that every
monomorphism is a kernel with prop. (III) 3.3.12. Second, a rephrasing of prop. (III)
3.4.20 would be the statement that abelian categories are precisely the pre-abelian
categories wherein the first isomorphism theorem holds (im = coim).
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Moreover, abelian categories grant a convenient notion of quotient object more
readily recognisable then merely an isomorphism class of epimorphisms.

Def. (III) 3.4.28. In an abelian category, if an arrow f factors through an arrow g,
then we write ¢/ f for coker(f” : A — im g) where f” is the unique arrow arising out
of the below-right commutative diagram.

img —— B 3 cokerg

f! / w%’

A—

f/

The dual construction, where f and g have common domain A and f = f'¢g: A — B,
gives rise to ker(f” : B — coim g¢) and we abuse notation to write ¢\ f for this case.

Remark (III) 3.4.29. Again, this coincides with what we might expect in AB. The fact
that f factors through ¢ means that im f C im ¢ and so we can factor f through A —
img C B via f” which acts on elements as f”/(a) — f(a) — essentially a codomain
restriction of f. Then, with the interpretation that coker f/ = img/im f” we see
that we have indeed created a reasonable definition of g/ f. Moreover, if C = B and
¢ =idc so that f = f’ then we see that im ¢ = id¢ so that f/ = fand g/f = C/imf,
exactly as we would have liked.

With an eye to later sections, we consider the following statement.

Prop. (ITI) 3.4.30. In an abelian category, if g¢f = 0 for composable arrows f and g, then the
following are all isomorphic

1. kerg/im f 4. coker(im f — kerg)
2. coim g\ coker f 5. ker(coker f — coim g)
3. im(ker g — coker f) 6. coim(ker g — coker f)

Proof. To begin then, let f : A — B and g : B — C be such that gf = 0. Using
the canonical decomposition, write f = (im f) f and ¢ = ¢(coim g) for f epic and ¢
monic. Now, noting that gf = 0 = g(im f)f = 0 and f epic, factor im f through
ker ¢ and likewise coker f through coim g to arrive at the following commutative
diagram.

u
; imf—— kerg

/\/
/\/

coker f ———— coimg
v
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Unlabelled, left to right, top to bottom, are im f, ker g, coker f, and coim g. With that
achieved, consider that kerg/im f = coker(im f — imkerg) but imkerg = kerg
(prop. (II) 3.3.12). Thus kerg/im f = cokeru and dually coim g\ coker f = kerv,
giving (1)=(4) and (2)=(5). Then, writing A for coker f ker g, by prop. (III) 3.4.20 we
have that coim A = im A thereby showing (3)=(6).

Next, consider that Au = coker fkergu = coker fim f = 0 and similarly that
coker fkergkerA = Aker A = 0 so that we may find ker A = ker(coker f) = im f

with unique isomorphism y : im f — ker A having (kerA)u = u. As such, it fol-
lows that coker u = coker(ker A) = coim A giving (4)=(6). Dualisation yields (3)=(5)
thereby completing the proof. u

Remark (III) 3.4.31. In the above proof we showed that im f = ker A, which is essen-
tially the generalised version of the statement that ¢f = 0 forces im f C ker g, should
we view matters in AB and see A as the composite kerg C B — B/im f.

To conclude this section, we note that we may have instead defined abelian cate-
gories in terms of the existence of certain objects and derived the additive structure on
the morphism collections in a manner reminiscent to that of semi-additive categories.
In particular, it is a theorem that

Thm. (III) 3.4.32. A category is abelian iff all of the following hold,
1. there is a zero object,
2. every pair of objects has a product and a coproduct,
3. every arrow has a kernel and a cokernel,
4. every monomorphism is a kernel; every epimorphism is a cokernel

While interesting and certainly in the spirit of the exposition so far, this proof
would require a few involved technical lemmas which would consume too much
space-time. As such, the ever curious reader is directed to [Borg4] for a full and lucid
exposition.



4. Homology

Now that we have established some of the basic definitions and elementary results
concerning abelian categories, we may use this language as a platform to discuss ex-
actness and homology functors, and ultimately to briefly phrase the classical singular
homology in a more general fashion.

However, due once more to the extremely short time-frame permitted to the au-
thor, our treatment of these notions will be sparing and we shall introduce only the
barest of definitions in an attempt to charge towards the statement of singular homol-
ogy as economically as possible. That is to say, we shall not explore at all the elemen-
tary diagram lemmas nor indeed shall we investigate any of the theory concerning
projective modules, Ext and Tor, or particular examples of chain homology beyond
a simple outline of simplicial homology. Moreover, we shall omit many important
statements concerning homology functors and their specific instances — statements
such as the homotopy invariance of H, which lend themselves to the greater context.

Nevertheless, we will strive to give — if only in the broadest of strokes — an idea of
the foundational definitions, if not some discussion of a subset of the core objects of
concern, so that further directed investigation may be made from here.

4.1. Exactness

Def. (III) 4.1.1. A pair of morphisms f : A — B and g : B — C are said to be exact
if im f = ker g. An exact sequence in a category with zero morphisms is given by a
sequence of objects (A,) and accompanying morphisms f,, : A, — Ay,4+1 such that
each pair (fu, fn+1) is exact.

Prop. (III) 4.1.2. In an abelian category, im f = ker ¢ <= coker f = coimg.

Proof. Recall that for every morphism f = (im f) f(coim f) and in particular im f =
ker coker f and coim f = cokerker f. As such, if kercoker f = ker g then coker f =
cokerkercoker f = cokerkerg = coim g where the first isomorphism is due to
prop. (II) 3.3.12. The other direction follows by dualisation. u

Def. (III) 4.1.3. A short exact sequence is an exact sequence of the form

0osAalBScoo

In many instances, we will attempt to avoid diagrams such as the above, where
instead an ‘arrows-only’ version of the same sequence would suffice. That is, we

write f — ¢ where we mean instead - i> R

Prop. (III) 4.1.4. In an abelian category, an exact pair of morphisms f — g form a short
exact sequence iff. both

1. f is monic, g is epic

2. f = ker g (equivalently, coker f = g)
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The proof is not particularly enlightening, and relies on manipulations of the
canonical decomposition of morphisms in abelian categories (props. (III) 3.4.17 and (III)
3.4.18) using a few properties of kernels and cokernels (cor. (III) 3.4.21 and props. (III)
3.3.10 and (III) 3.3.12). Nevertheless, it serves to show that we can manipulate objects
in abelian categories as though they had many of the familiar properties of abelian
groups.

Proof. Assume that 0 — f — ¢ — 0 forms a short exact sequence, that is, im0 =
ker f, im f = ker g and im g = ker(. Then, im0 = kercoker 0 = kerid = 0 so that
0 = ker f and thus f is monic. Dually, ¢ must be epic. Furthermore, recalling that
f = (im f) f(coim f) where coim f = cokerker f = coker0 = id we have f = im f
and so f = im f = ker ¢ by exactness. Dually we may have pursued the exactness
property of coker f = coim g to find coker f = g.

Then, assume (1) and (2) to find that ker f = 0 = img, and similarly img =
ker cokerg = ker0 so that 0 — f and ¢ — 0 are exact. Moreover, f = kerg =
ker coker f = ker coker ker g = ker ¢ and so the sequence is short and exact. u

Prop. (II) 4.1.5. In an abelian category, ker f — coim f and im f — coker f form short
exact sequences for any arrow f.

Proof. Both ker f and im f are monomorphism, and both coim f and coker f are
epimorphisms. As such, we must only check that ker f = kercoim f and im f =
ker coker f. The second is true by definition and the first admits a simple proof as
kerim f = ker cokerker f = ker f (prop. (III) 3.3.12). |

As we can see, by assuming that the underlying category is abelian we are af-
forded some convenient reformulations of exactness and familiar results. Partly in-
spired by this, we shall restrict all further discussion in this section and those that
follow, by implicitly assuming that whenever exactness or chain complexes arise the
ambient category is abelian.

Given this context, and that we already know what additive functors are, we may
be tempted to define ‘abelian” functors which respect that key advantage of abelian
categories over additive ones, viz., finite completeness and cocompleteness. To this
end, we turn to finitely continuous, cocontinuous and bicontinuous functors.

Remark (III) 4.1.6. The current and popular terminology for finitely continuous, co-
continuous and bicontinuous functors (in the context of homological algebra, and
somewhat beyond) is, respectively, left-exact, right-exact and exact. In an effort to
remain standard in this matter we shall employ these terms.

As an immediate consequence, exact functors between abelian categories preserve
exact sequences and so fulfil an important role in the study of such objects. Observe
turther that we did not define exact functors between abelian categories to be additive,
but it is a consequence of cor. (IIl) 3.4.14 that left- and right- exact functors between
abelian categories are additive. In fact,

Prop. (III) 4.1.7. A functor between abelian categories is left-exact iff. it is additive and it
preserves kernels.

Proof. Combine cor. (IlI) 3.4.14 and prop. (Ill) 3.4.7 and that finite completeness is
equivalent to the existence of all finite products and finite equalisers. u
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This allows us to give an alternate characterisation of exact functors.

Prop. (III) 4.1.8. An additive functor between abelian categories is exact iff. it preserves
short exact sequences.

Proof. Combine props. (III) 4.1.4 and (III) 4.1.7. |

More than this, exact functors play a crucial role in enabling discussion of exact
sequences in general abelian categories. In particular, though we have not explored
“diagram chasing”, many proofs are made tractable by explicitly tracing an element
about a diagram as it undergoes the actions of various morphisms. Naturally, such
an approach is not possible in general abelian categories and so we must find an
alternative. One such is the following.

Thm. (ITI) 4.1.9 (Freyd-Mitchell embedding). Every small abelian category admits a fully-
faithful and exact functor to R-Mob for some unital ring R.

Regrettably, the proof is well beyond our means to sketch. A full version with all
the necessary exposition may be found in [Fre64].

Thus, whenever we need to prove a result concerning exactness or indeed any
forms of kernels or images, we may simply trace the action of maps as though we
were in R-Mobp and the result would be valid, independent of whether there exists
an appropriate notion of elements of objects in the abelian category in question.

While this is indeed convenient, it may be troublesome that the enabling theorem
is so far beyond the scope of the content thus far. [MLg7] provides for us an alternate
view of the scenario by defining a general notion of “members” of an object in an
abelian category and showing that such members, equivalence classes of maps with
codomain of interest, behave just as though they were “elements” of the object in
question, thereby obviating the need for such powerful and advanced considerations
as the theorem of Freyd-Mitchell.

With all of this, we would be able to consider such statements as the five lemma,
given below, which prove useful in more advanced considerations in homological
algebra.

Lem. (III) 4.1.10 (Five lemma). Given the below commutative diagram in an abelian cat-
egory, if the top row is exact, m and p are isomorphisms, | is an epimorphism, and q is a
monomorphism, then n is an isomorphism.

A B C D E
Al B’ c’ D’ E'
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4.2. Chain homology

Def. (III) 4.2.1. In an abelian category, a chain complex is a sequence of objects
labelled by integers and composable arrows between them

o) 1 9
..._>Cn+1i>cn_”>cn_1_>...

where 9,0,,.1 = 0 for all 1, oftentimes abbreviated as (C,,ds) Or Ca.

We may be tempted to consider chains as objects all their own, and as such, we
would require a suitable definition of morphisms between chain complexes. In what
follows, we will write all maps within chains as d, wherever unambiguous.

Def. (III) 4.2.2. A morphism of chains, fo : Co¢ — D.,, is a collection of arrows
fu : Cn — Dy, such the following diagram commutes.

d 0
- —— Gy s Cn ! Chpq —— -
‘fnﬂ ‘fn ‘fn—l
- —— Dyn1 5 Dy y Dyq4—— -+
n+1 n

Remark (III) 4.2.3. Note that for the above diagram to commute, it is sufficient and
necessary for each square to commute and so we really require that 0, f, = f;,—10x.

With that established, and the notion of composition of chain morphisms defined
in the obvious manner, we write CH(2) for the category of chain complexes over the
abelian category .

With the introduction of CH(2(), an entire line of inquiry becomes available and
we may ask about the nature of CH(2(), and in particular, the extent to which the
structure of 2 effects it.

Prop. (I1I) 4.2.4. If A is abelian, then CH(Q[) has all ﬁnite biptoducts, kernels and cokernels,
and they are computed ‘degree-wise’: @®(C},d") = (®C), (9, 74)), etc.

Proof. Recall that given a finite set I and a collection of chain complexes (Ci, %),
Ci € Obj%A for every i € I, n € Z so that ®;C}, exists as an object in 2. With this
in hand, we show that (®Ci, (d,7.)) is a chain and supports the correct universal
property to be [T(Ci,d.). By dualisation it will follow that [[(Ci,9") = (©Ci, (di7h))
and thus we conclude the existence of biproducts in CH(2). First, observe that

k/ni i [ [ k Nk k
7Ty <a;17d1><aln+1n;l+1> = anarH—l nn—|—1 =0

so that by universal property (0 7rl) (8;1 117,1) = 0. Then, suppose there was a chain
(D, d,) with chain maps f; : D¢ — C,, and consider the following diagram.
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(fi) (fr1)
i ’
D, " D, 1 ——
k k
jN T 5\ M1
k

The bottom face commutes by assumption, and the left, right and front faces commute
by definition of the maps (fi), (f: ;) and (9,7},) respectively. To see that the back
face commutes, we must view the relevant composites as arrows uy : D, — @C;_l
thereby uniquely characterising them by their projections. However,

n,];_1<8f1n;><f,i> = aﬁf;]f = frlf—la% = ﬂfz—1<f;i—1>a:1

The commutativity of the diagram thus follows and this, with dualisation, com-
pletes the proof of the existence of biproducts.

In an entirely similar vein, let fo : Co — Do be a chain morphism and suppose
there was ko : Ko — C, such that f,k, = 0 and consider the following diagram

Dy q — -

Here we have noted that f, 19, ker f, = 9;,f, ker f, = 0 to find the unique arrow
u, with (ker f,_1)u, = 9y ker f,, and vy, v,_1 arise via assumption. With that es-
tablished, we note that the top face commutes by assumption, and the left and right
triangles and the central square commute by definition of the maps v;, v,_1 and uy,
respectively. To see that the bottom face commutes, that u,v, = v,_19], we make use
of what is effectively a universal property argument.

Observe that ker f,,_1 is a monomorphism and post-composition of both compos-
ites yields the same morphism so that the entire diagram commutes. Explicitly,
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All that remains concerning ker f, is to show that 1,41 = 0 making (ker f,, us)
a chain. This matter is quickly laid to rest when we recall that ker f,,_; is a monomor-
phism, so that equality (ker f,_1)unt, 11 = dn(ker fu)uy 11 = 9ndy11(ker f11) =0 =
(ker f,,_1)0 gives the required statement. Dualisation completes the proof. u

This result allows us to tie the proverbial knot and demonstrate that
Cor. (ITI) g4.2.5. CH() is abelian if A is abelian.

Proof. Under the evident, degree-wise additive structure CH(A) is certainly pre-
abelian due to the previous result. In order for the category to be considered abelian,
it remains to be shown, as per prop. (IIl) 3.4.20, that for a chain morphism f, : Co —
D,, im f, = coim f,.

To begin, consider the collections (im f,,ds) and (coim fo,d,) where the maps 0.
and 9, arise out of the following commutative diagrams.

C, —_—2 D,, — coker f, ker f, — C, —2 D,
anl la; X oy lan la;
Ci-1 — 21Dy 1~ COke;fnfl ker]tnfl — Cy1 — 2 Dy
im f, —— D,, — coker f, ker f, — = C, — coim f,
B, la; la al lan 3
im}n_l — Dy, 2 coker f,,_4 kerf,_1 2 Cyhq1 — coin:fn_l

To see that these are chains, consider that coim f,,1 is an epimorphism so we check
01911 coinlfﬁﬂ = 9dy(coim f;)0, 41 = (coim f;;_1)0,0,+1 = 0 = 0(coim f,, ;1) and
dually for 0,0,+1 = 0. With that established, we must show that the following dia-
gram commutes in order demonstrate that the degree-wise isomorphism extends to

)

a chain isomorphism (im fa,04) = (coim fo,ds ), where f; is the usual isomorphism
in 2.

im fy LN im f, 1

£l [F0es

coim f, —— coim f;, 1

n

We shall show that the two composites are equal by post-composition with im f,,_1,
a monomorphism.

First observe that (im f,,_1)9,f, = 9, (im f,)f, by the bottom-left diagram. For the
second composite we pre-compose with coim f, to find (im f,_1)f,_10x(coim f,,) =
(im f,—1)f, (coim f,_1)0n = fu_10n = 9l fu = 9, (im f,) f, (coim f,,) so that we may
infer (im f,,_1)f,_10n = 9, (im f,,)f,, thereby concluding the proof. |
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Of course, there are now many questions which we may ask about Cru(2(). For
example, under what circumstances does iteration of CH produce genuinely new
categories? If 2 is monoidal, is CH(2() monoidal too? Is it closed? Regrettably, such
investigations would divert our attention too extensively to admit discussion here.

Despite our demanding that dd = 0, in general a chain complex need not also be
an exact sequence considered as a diagram in the underlying category. In fact, by
and large, homology is the study of the deviation from exactness of such complexes.
In particular,

Def. (III) 4.2.6. Given a chain complex C, we define the n-th homology object to be
H,(C) = kerd,/ im 0,1, understood in the generalised sense of prop. (III) 3.4.30. If
H, = 0 then we say that the complex is exact in degree n.

It is a simple matter to check that our terminology of exactness is warranted.
Prop. (I1l) 4.2.7. H, =0 — imd, ;1 = kerd,,.

Proof. By prop. (Ill) 3.4.30, writing u for the unique arrow imd,; — kerd,, if

cokeru = 0 then u must be epic (cor. (IIl) 3.4.21). However, by construction u is
already monic and so u is an isomorphism (lem. (III) 3.4.19). |

Moreover, should we carefully view H, as an assignment of objects from Cr(2)
to 2(, we may wonder whether H, extends to a functor. Indeed,
Prop. (III) 4.2.8. For each n € Z, H, : CE(2A) — 2 is a functor.
Proof. Let fo : (Co,0e) — (Da,0,), be a morphism of chain complexes. Recall that
H,(C) = kerd,/imd, 1 = coker(imd,; — kerdy,) (prop. (IIl) 3.4.30). Further,
if we write 9,41 = (imdy41)0,41 for 9,41 epic then it is apparent that we have

H,(C) = coker(imd,,; — kerd,) = coker(C,,1; — kerd,) and so we construct
Hy(fn) : coker(Cy 11 — kero,) — coker(D, 1 — kerd;,).

/
an+1
a;, u
—
D41 — kerd, — D, — Dy Cn ——= kerdy, — cokeru

R L R N P

Cut1 — kerd, — C, — Cypq D, — % kerd,, — coker 1’

on ”

an+1

In the above-left diagram, we have observed that 9,,0,,11 = 0 to retrieve the arrow
u and similarly #’. Then we noted that d'f, kerd, = f,_19,kerd, = 0 to find the
arrow v. By the universal property of kerd), it must be the case that v = u'f, 1u
and so the diagram commutes. Then, turning to the above-right diagram, observe
that (cokeru’)vu = (cokeru’)u’f, 11 as the above-left diagram commutes, to find the
unique arrow H,(f,) as desired. Given that we have defined H,(f,) by universal
property, it is readily apparent that H,(gnfn) = Hn(gn)Hn(fn) and it is a simple
matter to see that H,(id,) = idcokery- Finally, to conclude the proof recall that we
simply have domain and codomain isomorphisms on H,(f) so as to interpret it as an
arrow H,(C) — Hy,(D). |
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As has been indicated, many more topics and questions concerning H, are imme-
diately apparent, but we shall not have time to explore them.

4.3. The simplex category

The goal of this section is to introduce a means to discuss the classical notion of
singular homology (with which some familiarity on the part of the reader is as-
sumed) in a sufficiently general context. In particular, we do not wish to constrain
our considerations to the case of classical singular homology — chains of free abelian
groups generated by continuous functions from the standard topological simplexes
{(to, ..., tn) € R"| Y t; =1, t; > 0} into the space of concern with the morphisms
of the chain given by the alternating sum of face maps. Indeed, as we shall see, we
shall generalise the notion of standard simplex in such a way that we will be able
to realise this construction in a categorical manner such that we may work in any
abelian category.

We begin by introducing a particular monoidal category that is of central concern.

Def. (III) 4.3.1. The augmented simplex category, denoted A,, is the category whose
objects are finite ordinals and whose morphisms are order preserving functions. The
simplex category is the full subcategory of non-zero ordinals and is denoted A.

Remark (III) 4.3.2. When we speak of ordinals in this section we will follow the stan-
dard definition due to Von Neumann which gives 0 = ¢, 1 = {0}, etc. It can be
shown that each well-ordered set is order-isomorphic to precisely one such set and
so, in this way, we have canonically chosen a representative of each equivalence class.
Thus we will write 1 41 = 2 with direct equality, and so on.

Recall that given two ordinals we may take their ordinal sum to arrive at a third
ordinal, and that this sum is associative. Noting that there is an order isomorphism
n = {x} x n, the ordinal sum n + m is simply the usual coproduct of sets endowed
with the evident total ordering that has n < a for all 2 € m. Consequently, n =
n+¢ = ¢ 4+ n and associativity of this operation can inductively be shown to be
strict, where the base case is (n 4+ m) + ¢ = n+ (m + ¢). Moreover, + extends to a
map on morphisms in A, as we define f + f' : n+n’ — m + m’ through

(f + 1) (@) = {f e

m+ f'(a), otherwise

It may be shown that this extension is functorial, making + : A; X A; — A, a bifunc-
tor, thus rendering (A;,0,+) a strict monoidal category.

Def. (ITl) 4.3.3. Let ;' : n — n + 1 be the injective order preserving function from n
to n 4 1 that omits k € n + 1 in its image, 6(n) = {0,...,k—1Lk+1,...,n} Cn+1.
Complementary to this, we write ¢}’ : n+1 — n for the surjective order preserving
function which does not increase on k € n + 1, o/ (k) = o' (k +1).

Remark (II) 4.3.4. Due to their geometric interpretation, the maps ¢ and ¢ are com-
monly referred to as the coface and codegeneracy maps.
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Prop. (II) 4.3.5. The following identities hold

1 j<k = &Tlop = oo

. n-1_n_ n-1_n
2.]§k=>0']. O =0p Oj4y

si ol k<
]_ 7
3. aj?lélil = 5k”_’11c7}1’1, k>j+1

id,, (k=))V(k=j+1)

Proof. Each statement may be shown via direct computation. u

Enabled by the calculus outlined above, it is a theorem of [MLg7] that every arrow
in A, admits canonical decomposition in terms of 4 and ¢. Our interest in this fact
is limited to stating that functors whose domain is A, are determined by the objects
in their image and their action on é and ¢ alone. The particulars of the result are as
follows.

Thm. (III) 4.3.6 (Mac Lane). Every arrow f : n — m in A, admits a unique decomposition
in terms of 6 and o as f = 04, 0+ - 00y, 00y © - -+ 00y where n +k = m + jand

0<ar<---<ap <m, 0§b1<"'<bj<1’l—1

Regrettably, that is the limit of our interest in A, specifically, but the reader may
rest assured that augmentations and related concepts have found employ in the gen-
eral theory — we mention them only for completion as our true interest lies in A. With
that established, we introduce some terminology.

Def. (III) 4.3.7. Given a category €, an augmented simplicial object in € is a functor
S : A, — €. Correspondingly, a simplicial object in € is a functor S : A? — €. A
morphism of simplicial objects is a natural transform between the functors.

Though obvious, we nevertheless make explicit the relations that d and s satisfy
as a result of being the functorial images of J°P and ¢°P, for later reference.

Cor. (III) 4.3.8 (Dual to prop. (IIl) 4.3.5). For a simplicial object S : A°P — &, where
d = S0 and s = So, the following identities hold.

1 j<k = di7'd} =d}"|d]

; n+l.n _ n+lon
2. j <k = S; Sk = S5

s;ljlld,f*l, k<j
3. dist = qsiTd T, k> g+l
idg;,, (k=j)v(k=j+1)
Example (III) 4.3.9

Simplicial sets are presheaves on A, and form the category sSET.

With this particular example, we may attempt to shed some light on the nature of
simplicial objects via simplicial sets and some geometric allegories.
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Recall that the Yoneda embedding gives an embedding /i : € — [€°P, SET| and so
we may examine A under this embedding in [A°P,SET| = sSET. In particular, let us
consider the image of n € A under this embedding and write A" for h, = A(—,n),
which we shall term the standard n-simplex.

A convenient understanding of the standard n-simplex is as a generalised version
of an ordered geometric simplicial complex. That is, we shall view A" as a collection
of sets (the images of the objects in A, no less) of geometric simplexes whose vertices
are labelled by positive naturals ordered monotonically. These sets are indexed by
the object of A in question (annoyingly this is one more than the geometric dimension,
for two points make a line, etc.), A" ~ {51, Sy, - - - }. However, we must also allow for
‘degenerate’” geometric simplexes in which some adjacent vertices coincide.

Explicitly, if we were to write out A? in this manner using the usual notation for
simplexes on vertices, we would have sets S; = {[0],[1]}, S2 = {[0,0],[0,1],[1,1]},
S3 = {[0,0,0],[0,0,1],[0,1,1],[1,1,1]}, and so on — see fig. 3.1 for a visualisation.
This notation is, obviously, doubly meaningful in this context. For A", the element
[01,...,0¢] € Sywithk e m, v, e n, i <j = v; < vj, also records the order-
preserving function in A(m,n). That is, we see [vy,...,v;;—1] as the function which
takes values f(j) = v;.

Furthermore, this context allows for a convenient understanding of the face 3 and
degeneracy maps. The face map is the image of 6; under A" and using our notation is
an arrow dy = A"(6x) : Sm — Sy—1 which takes a simplex and yields the embedded,
‘lower dimensional” face by omitting the kth vertex, fig. 3.1. Really, however, this is
just the usual precomposition of functions in A(m, n) by 5;" .

Dually, the degeneracy maps (images of ¢ under A") have type S;; — S;,11 and
can be understood as taking a simplex [vp, ..., vn] to the degenerate, ‘higher dimen-
sional’ simplex [vy, ..., Uk, Uk, - ., Um].

R AR [W]
d

0,0,0] [0,0,1] [0,1,1] [1,1,1] 1
[ J *——o o—0 [ . le

Sy=--- [0,1]

Figure 3.1: Left A? visualised, right face maps on [0,1,2] € S5 of A3

O

Sy =

3:

Though illuminating, as presented these notions only apply to the image of A
embedded in sSET. More general simplicial sets are unlike the standard n-simplexes
described above (in the extreme, consider the constant simplicial set). However, they
still obey the same relations due to their functorial nature and so may be thought
of in the same manner. In fact, in general, the above ideas serve as as an effective
mental model of the underlying nature of simplicial objects in general categories —
though this must be used with caution, certainly since ‘elements” do not always have
analogues.

3Recall that we are talking about presheaves and so A°P, hence face instead of coface.
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With the idea of simplicial objects established, we are now in a position to recall
the classical singular homology and attempt to phrase it in a far more general manner.

Simplicial Homology

Let us write |A"| for the standard topological n-simplex given by the convex hull
{(to,..., tn) € R"| ¥ t; =1, t; > 0}. Fixing a topological space X, it may be shown
that the assignment S = Tor(|A™|, X) : A°? — SET which acts in the evident manner
on objects and has S(6,")(f) as the restriction of f to the simplex without vertex k
and likewise for sigma, is functorial and so forms a simplicial set. Thus, we have
managed to phrase the selection of continuous maps from the standard geometric
simplex into a space in terms of simplicial sets.

Remark (III) 4.3.10. That we have chosen to write |A"| is no accident of notation. It is
an indication that something far more interesting is happening behind the scenes. In
general, there exists a way to construct a topological space from an arbitrary simpli-
cial set, and moreover, this operation is functorial | - | : SSET — Top and is termed the
realisation functor. Unfortunately, we will not have time to study realisations and the
wonderful concepts to which they lead.

Observe that, given a simplicial set S : A°? — SET, we may post-compose the
free abelian group functor Z : SET — AB to arrive at a simplicial group. Moreover,
had these sets been arrived at via Tor(|A"|, X), we would have a complete categorical
version of the classical singular homology construction. Thus, should we recast the
classical alternating face map result in a suitably general manner, we will have suc-
ceeded in categorifying singular homology. Of course, there is no reason to restrict
ourselves to free groups, nor indeed AB. Thus, the general version of the chain part
of the construction of singular homology would read as follows.

Prop. (III) 4.3.11. Let A be a simplicial object in an abelian category 2 with face maps dy,
and define 9, : Ay, — A1 to be the map

n—1

o =Y (—1)kdy

k=0
then (Ae, ds) is a chain over 2.

Proof. We must show that 0,0,,41 = 0, and this may be achieved by the usual direct
expansion, noting well cor. (III) 4.3.8 (1) which enables the pairwise term cancellation.
[

Thus, the categorical description of simplicial homology admits a neat summary.

Def. (III) 4.3.12. The simplicial homology of a simplicial object A : A°°? — A, where
2l is an abelian category, is the chain homology of the chain (A,, d.) where 9, is as in

prop. (III) 4.3.11.
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5. Discussion

In summary then, we have made a careful study of the nature of categories support-
ing additional structure in order to arrive at the notion of abelian categories. Such
categories were seen to have many of the desirable properties of categories such as
R-Mop and As, and allowed us to redevelop and refine our intuitions about the no-
tions of exactness and chains in greater generality.

With these notions in hand, we saw the ease with which classical singular homol-
ogy became a simple example of a far broader class of related concepts. This class
was effectively enabled by considering functors from the simplicial category. It is the
opinion of the author that this short example serves as ample motivation (should the
need exist) for the entire, categorical approach.

Regrettably, little of the exposition given bears any direct application to informa-
tion manifolds beyond naive computations of singular homology groups given the
extant geometry — computations which certainly do not require the generality es-
poused. However, there is no doubt in the mind of the author, that without such
carefully general statements enabling a thorough and ‘example-agnostic” assessment
of the state of the art, specific and novel results concerning information manifolds —
should there be any within grasp — would certainly go unnoticed.

Thus, in the author’s opinion, a far more thorough, far-reaching and detailed
study of homological algebra will be absolutely necessary before any insightful ap-
plications of homological algebra to this particular case may be made.
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Appendix

1. Adjunctions

Def. (A) 1.0.13. Given two categories € and ©, an adjunction between them is a pair
of functors L : € — ® and R : ® — € such that for all objects C € €,D € © there
is an isomorphism ©(LC,D) = ¢(C,RD) which is natural in both arguments, that
is, a natural isomorphism of morphism functors €°P x ©® — Ser. We abbreviate this
arrangement by writing L 4 R : € — ® and by stating that L is the left adjoint functor
of R, or that R is the right adjoint functor of L.

Prop. (A) 1.0.14. For functors L 4 R : € — D the following are equivalent.
1. D(LC,D) = €(C, RD) binaturally

2. There is a natural transformation 1 : ide — RL called the unit and a natural transfor-
mation € : LR — idg called the counit such that the following diagrams commute (the
triangle identities)

L ﬂ LRL R ﬂ RLR
\ J{EL \ JR&
L R

3. For every D € Obj® there is a universal arrow (RD,¢) from L to D where R is the
resultant functor. The dual statement is equivalent, too.

Proof. This is a standard result, so we omit the proof. u
Prop. (A) 1.0.15. Adjoints are unique up to isomorhpism.

Proof. Suppose that L 4 R, R' : ¢ — D, then in particular we have natural isomor-
phisms « : €(—,R—) — ®(L—,—) and B : D(L—,—) — €(—,R'—) and so a nat-
ural isomorphism Ba : €(—,R—) — €(—,R’). Consequently, for every D € ObjD,
hrp = hgp and so by Yoneda, RD = R'D. Let yp : RD — R’'D be the ismorophism
with h®yp = (Ba)c p, and let f : D — E be an arrow in ©. Consider that the diagram
below left commutes iff the diagram below right commutes, as h° is fully faithful for
every C € ObjC, by Yoneda.
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c (Ba)c,p YD
hW’RD ——— h°’R'D RD —— R'D
hCRfl thR’f Rfl lR’f
h°RE h“R’'E RE —— R'E
(Ba)c,E YE

However, the diagram on the left commutes by the naturality of (fa) and so R = R’
via 7, naturally. That left adjoints are unique follows by dualisation. u

Prop. (A) 1.0.16. f L4R:B - Cand L'’ HR": € - D then 'L4R'R: B — D.
Proof. ®(L'LB, D) = ¢(LB, R'D) = %B(B, R'RD). n
Prop. (A) 1.0.17. If € has all limits of shape B, then A 4 lim : € — [B, €].

Proof. Limits are easily to seen to be a special case of universal arrows and so the
statement is an immediate consequence of prop. (A) 1.0.14 (3). |

Prop. (A) 1.0.18. If L 4R : € — ® then L® 4 R® : [B,¢] — [B,D)] and the following
diagram commutes, for any category ‘B.

L%
(B, €] 1 (B, D]
\’\_/
A[ L R® [A
— T
¢ 1L 9
R

Proof. Let L - R have unit and counit 7, and define 7 : idjg ¢ — R®L% through
components as 1% ; = yF, and similarly e®¢ = ¢G for F € [B,¢] and G € [B,D]. We
show that #%,e® are natural and that the triangle identities are obeyed.

To see that 1 is natural, let F,F’ € [8,¢] and T : F — F’ natural between
them. We wish to have n® R¥L®1 = 147®. However, the left hand side is just
(7F)(RLT) = tnp by naturality of 77. The proof for ¥ is entirely similar.

That the triangle identities hold is equally trivial, as we are merely dealing with
n and & with components as the image of a functor. Specifically, we may expand
(ePL®)p(L®4®)r = (eLF)(LyF) = (eL)(Le)F = F.

Finally, that the diagram commutes is also something of a triviality, in that we
wish to show that L*A = AL and RPA = AR. Of course, L®AC = LAC = ALC for
every C € Obj ¢, thereby concluding the proof. [

Prop. (A) 1.0.19. Right adjoints are continuous.

Proof. Let L 4 R : € — © and ‘B be a small category with ¢ and ® having all limits of
shape B, and consider the following diagram.
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—

B,¢] 1 [B,9]
Y

Al - ]lim A | | lim

£y
R

In order to show the continuity of R, we must show that if « : AlimF — F is the
limiting cone for F then it must be that Ra : RAlim F — RF is the limiting cone for
RF. Thus, let B : AC — RF be a cone over RF and ® !¢ : [B,¢](AC,R®F) —
[, D](L®AC, F) be the binatural isomorphism arising from L® 4 R®. As ®~! is an
isomorphism, it is clear that P! AcEB : ALC — F is a cone for F. As such, there
exists a unique u : LC — lim F such that (I)_IAC,F‘B = aAu.

If we write ¢climr : ©(LC,limF) — €(C,Rlim F) as the binatural isomorphism
arising from L - R, then we may note that ¢cjimru : C — Rlim F and further that,
for B € Obj‘B

(Ra) BA(¢c tim F4) = RABPC im FU

= ¢c rp(apu) (naturality of ¢¢ )
= ¢c,rB <¢71AC,F[5)B (@ ' ac B = ahu)
= ‘PC,FB‘P_lc,FB.BB (*)
= ,BB

To see the equality marked (x) we recall that ®~!5c r = e®L®. With this in hand, to
show that Ra is a limiting cone has been reduced to the task of showing that ¢c rpu
is unique.

Suppose there was a v : C — RlimF such that RaAv = B, then we check
6Bp e imp? = ¢ ' ppiBv = ¢c,raPp and so aAP Tl 0 = Dpcpp, forcing the
equality 4’_1C,1im 0 = u by universality of u for cones over F. Ergo, Ra is a limiting
cone for Rlim F.

Finally, we know that we may compose adjoints to find L®A - lim R®, but we
have L¥A = AL and AL 4 Rlim and so by prop. (A) 1.0.15 it must be the case that
lim R® = Rlim as functors [B,¢] — ®. Thus, for any given functor F : B8 — D,
lim RF = Rlim F. |

By way of completing what we wish to say about adjoints, we provide a specific
case of adjoint functors as they arise “in nature”.

Def. (A) 1.0.20. The Grothendieck group GM of a commutative monoid M is the
abelian group such that there exists a monoid homomorphism i : A — G which is
universal with respect to the following property
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where A is an abelian group, f is a monoid homomorphism, and u is a group homo-
morphism.

Remark (A) 1.0.21. There are several, equivalent ways to see that the Grothendieck
group of a commutative monoid always exists, perhaps the most straightfoward of
which is to define G = M x M/ ~ where (a,b) ~ (c,d) < (Fk € M)a+d+k =
b+ c +k, and the group structure on the quotient as obvious. From this particular
construction it is clear that M is cancellative iff i : M — G is injective.

Given the above remark, we are motivated to rewrite the definition in terms of
the “forgetful” functor U : AB — CMON so as to restate the Grothendieck group in
terms of more familiar language. Thus, wee see that the Grothendieck group map on
objects G : CMoN — AB has the following universal property

i
M—UGM GM

/v

UA A

and so, as we know, G extends to a functor and as a simple consequence,
Prop. (A) 1.0.22. G 1 U : CMoN — AB
Proof. Prop. (A) 1.0.14 (3). u
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2. Regular categories

Although we managed to retrieve a great deal of algebraic notions of images and
kernels in a more general manner, we did so in the setting of abelian categories.

In general it is undesirable to require the full force of abelianness (or even As
enrichment), for example, to prove statements such as (but not limited to) unique
factorisation of morphisms through their images. To this end, and for completion and
to better flesh out the hierarchy presented, we achieve ‘algebraic feeling’ categories
by introducing the following notion.

Def. (A) 2.0.23. Given an arrow f : A — B in €, the kernel pair of f is the pullback of
f along itself, viz., p1, p : P = A.

Remark (A) 2.0.24. In general categories, the kernel pair and the kernel are not iso-
morphic. In SEt,, for example, the kernel of a morphism f : (X, x) — (Y,y) is the set
{a € X| f(a) = y} whereas the kernel pair is the set {(4,4’) € X x X| f(a) = f(a')}.
The only “natural” map here is the diagonal inclusion of the former into the latter. In

fact, this morphism exists in a general category, due to the universal property of the
pullback.

Prop. (A) 2.0.25. If the kernel pair (P, p1,p2) of f : A — B exists, then py and py are
epimorphisms.

Proof. Note that fid4 = fid 4 and so by the universal property of the pullback there is
a unique morphism u : A — P such that p;u = id 4. Thus u is a split monomorphism
and p; are split epimorphisms. H

Prop. (A) 2.0.26. The following conditions are equivalent for a morphism f : A — B

1. f is a monomorphism
2. the kernel pair of f exists and is (A,id4,id )
3. the kernel pair of f, (P, p1, p2) exists and has p1 = p;

Proof. Assume that f is a monomorphism, and select a triple (C, ¢, c) with fc1 = feo.
We immediately have ¢; = ¢, and so may set u = ¢; = cp and uniqueness is evident.
Then (2) obviously implies (3) and, assuming (3), given a,b : D = A with fa = fb
there is a unique arrow u : D — P with b = up; = a. u
Prop. (A) 2.0.27. If a coequaliser has a kernel pair, then it is the coequaliser of its kernel pair.
If a kernel pair has a coequaliser, then it is the kernel pair of its coequaliser.

Proof. With the diagram below, consider the following.
A

Al

A

D
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Suppose ¢ = coeq(a,b) and (P, p,q) is its kernel pair. By the pullback property, we
have u : A — B with pu = a and qu = b. Suppose further that f : B — D has
fp = fq then we have fa = fpu = fqu = fb and so a unique arrow v : C — D, by
the coequaliser property, with vc = f making ¢ = coeq(p, q) by universal property.
Suppose now that (P,p,q) is the kernel pair of f and ¢ = coeq(p,q). By the
coequaliser property, we have v : C — D with vc = f. Suppose further that the
parallel arrows a,b : A =% B have ca = cb, then we have that fa = vca = vchb = fb and
so we must have a unique arrow u : A — P, by the pullback property, with a = pu
and b = qu, making (P, p,q) the kernel pair of ¢ by universal property. u

There is a final, technical result that we exhibit before addressing the matter at
heart of this section.

Lem. (A) 2.0.28 (Pasting lemma for pullbacks). In the following commutative diagram,
where the right-hand square is a pullback, the left-hand square is a pullback iff the outer square
is a pullback.

ap bc
A B C
D E F
d e

Proof. Suppose that the left-hand square is a pullback and that there is a G with
arrows f : G —+ Cand g : G — D such that cf = edg. Then in particular we can view
G has having arrows f : G — C and dg : G — E onto the right-hand square such that
cf = e(dg), so that there exists a unique u : G — B such that bcu = f and bru = dg.
Then, we may view G as having arrows ¢ : G — D and u : G — B onto the left-hand
square such that dg = bru and so by the pullback property there exists a unique
arrow v : G — A such that apv = u and apv = g. Consequently, bcagv = bcu = f
and apv = ¢ with cf = edg and so the outer square is a pullback.

Now suppose that the outer square is a pullback and that there is a G with arrows
f:G— Cand g: G — D such that cf = edg. In this case, there exists a unique arrow
v : G — A such that bcapv = f and apv = g. As such, G may be viewed as having
arrows f : G — C and dg : G — E such that c¢f = e(dg). Then, by the universal
property of the pullback there exists a unique arrow u : G — B such that bcu = f
and bpu = dg. Observe that agv = u by the uniqueness of this arrow, as bcapv = f
and bgagv = dapv = dg by commutativity and universality of v. As such, G may be
viewed as having arrows ¢ : G — D and u : G — B such that bru = dg, where there
exists a unique arrow v : G — A such that apv = g and agv = u. u



With that established, we now define a category that straddles the gap between
being algebraic in a structural way and demonstrating desirable properties for certain
objects.

Def. (A) 2.0.29. A category is regular if the following hold
1. every arrow has a kernel pair
2. every kernel pair has a coequaliser

3. the pullback of a regular epimorphism along any morphism exists and is again
a regular epimorphism

Conveniently, and the author assures the reader here that this is no accident,
we have a wealth of ‘good” examples of regular categories. As we can see, abelian
categories are, in particular, regular.

Cor. (A) 2.0.30. In a regular category, the pullback of a composite of reqular epimorphisms is
again a composite of regular epimorphisms.

Proof. Leta: A — B and b : B — C be regular epimorphisms and f : D — C be an
arbitrary arrow. Consider the pullbacks

PB qB
P — B Q— A
Pp Lb qar La
D — C P — B
f PB

where pp and gp are regular epimorphisms because the category is regular. It is
apparent that we can paste these two diagrams together, and so by lem. (A) 2.0.28 the
outer square must also be a pullback and so gppp : Q — D is the composite of two
regular epimorphisms. u

Prop. (A) 2.0.31. If € is regular, and the kernel pair of f : X — Y is po, p1 : P = X, with
c: X — C = coeq(po, p1), then the unique arrow v : C — Y that arises from the coequaliser
via f is a monomorphism. That is, the following diagram commutes.

po c

P ¢ X — C

P1
f‘ ///
// v
'3

Y

Proof. Suppose there were parallel arrows g, h : A =2 C such that vg = vh. We begin
by taking the following pullback,
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qgo X q1

B—— XxX

‘| Jexe

A—CxC

gxh

Observe that fqo = vcqo = vga = vha = vcq; = fq; and so we may derive a
unique arrow u : B — P due to the universal property of the kernel pair, such that
pou = qo and pju = g1. With this in hand, we may state that ga = cqy = cpou =
cpiu = cqp = ha, where the middle equality arises from the coequaliser nature of c. If
it were the case that 2 was an epimorphism, then we would have ¢ =  and the proof
would be completed.

In order to demonstrate this, we decompose c x c. Note that ¢ x c is the composite
of c xidxy : X X X — C x X and id¢ xc : C x X — C x C. Moreover, both of these
morphisms are themselves pullbacks,

7To 45!

XxX— X CxX—X
cxidxl lc idc xcl lc
CxX—C CxC——=20C

7T m

Then, because € is regular, both ¢ x idx and id¢ xc are regular epimorphisms.
As such, cor. (A) 2.0.30 informs us that a : B — A is thus composite of two regular
epimorphisms and so, in particular, an epimorphism, and the result follows. [

Prop. (A) 2.0.32. If € is reqular then every arrow f : X — Y with image has that im f =
C = coeq(po, p1) where py, p1 : P = X is the kernel pair.

Proof. Consider the following commuting diagram which we recover through the
definition of im f and prop. (A) 2.0.31

Po c
Pp— X ——

Observe that ghpo = fpo = fp1 = ghp1 and so hpg = hp; as g is a monomorphism.
Thus we recover a unique monomorphism v : C — im f by the coequaliser property.
Moreover, as v : C — Y is a subobject through which f factors, there must be a unique
monomorphism w : im f — C by the image property. The result follows with little
effort. u
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Given this, in a regular category when we speak of image we will in fact be
referring to the coequaliser of the kernel pair, as an appropriate generalisation of
image.

Prop. (A) 2.0.33. If € is reqular then every f : X — Y can be factored uniquely through
its image as f = ie with i : im f — Y a monomorphism and e : X — im f a regular
epimorphism.

Proof. Let pg, p1 : P = X be the kernel pair of f, and lete : X — im f be its coequaliser.
It is evident that e is a regular epimorphism and, from prop. (A) 2.0.31, that the unique
arrow i :im f — Y is a monomorphism.

For uniqueness, suppose f = ie = i'¢’ with i/ : [ — Y a monomorphism and
¢/ : X — I a regular epimorphism as the coequaliser of k,/ : C = X. Note that
i'e’'py = fp1 = fpo = i'e’po and so ¢'py = €'p; as i’ is a monomorphism. Thus, by
the coequaliser property of ¢ we have a unique arrow 4 : im f — I such that ¢/ = ae.
Similarly, as ¢’ is a coequaliser and iek = fk = fl = iel we have a unique arrow
b : 1 — imf such that e = be’. Consequently, e = be’ = bae and so ba = idjn f.
Similarly, ¢’ = ae = abe’ and so ab = id;. All that remains to be done is to note that
i'e’ =i'ae = f =ie so thati = 7a. |

With the statement of this proof, the reader should be fully convinced that regular
categories afford us one of the key luxuries of abelian categories without requiring
nearly as much of the category in question. In particular then, it should come as no
surprise that

Thm. (A) 2.0.34. All abelian categories are reqular.

Proof. Unfortunately, the proof of this matter would lead us too far astray, but the
reader is encouraged to consult [Borg4] for details. [

Moreover, we may wonder just how much of our discussion of exactness may be
recovered in the regular case. After all, we do not have any obvious way to speak of
sums or differences here. It may come as something of a surprise then that we are
able to define and prove the following.

Def. (A) 2.0.35. In a regular category, a diagram of the form

P ' /

{A— B

q

is said to be exact when (P, p,q) is the kernel pair of f and f = coeq(p, q).

Observe that, in the above, f is a regular epimorphism and so by the regularity of
the category, p and g are regular epimorphisms. Of course, given that we know that
abelian categories are regular, we may at this point be wondering whether exactness
as defined above coincides with the standard definition in that context. To answer
this question, and end off this section, we cite a result given in [Borg4] which shows
that it is indeed the case.
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Thm. (A) 2.0.36 (Borceux). In an abelian category,

P f
P—A——B
q

is exact (in the above sense) iff the following is a short exact sequence

0 P(%)A@Af_”B 0

Thus we have seen that it is possible, on the shoulders of weaker assumptions, to
recover the unique epi-mono factorisation of morphisms and even provide a means
(though perhaps less generally useful) of discussing exact morphisms.
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